CCNA 3 Module 5 Picture Descriptions.

Module 5: Switches.

Three Diagrams

Diagram 1, Tabular

Switches.

Description:  Upon completion of this module, the student will be able to perform tasks related to the following:

5.1 – LAN Design

5.2 – LAN Switches

Diagram 2, Tabular

CCNA 640-801 Exam

Description:  The module will cover the following objectives for the CCNA 640-801 exam, the table is broken up into the following sub-sections, these are:

Planning and Designing
· Design a simple LAN using CISCO technology

· Design a simple internetwork using CISCO technology

Implementation and Operation
· Implement a LAN

· Customize a switch configuration to meet specified network requirements
Technology
· Compare and contrast key characteristics of LAN environments

Diagram 3, Tabular

ICND 640-811 Exam

Description:  This module will cover the following objectives for the ICND 640-811 exam, the table is broken up into the following sub-sections, these are:

Planning and Designing

· Design a simple LAN using CISCO technology

· Design a simple internetwork using CISCO technology

Implementation and Operation
· Implement a LAN

· Customize a switch configuration to meet a specified network requirements

Technology
· Evaluate the characteristics of LAN environments.

5.1 LAN Design
5.1.2 LAN Design considerations.

Four Diagrams.

Diagram 1, Image.

Server Placement.

Description:  There are four blocks each housing different hardware components specific to the job at hand.  The Sales and the Management departments are linked by two switches to the data concentrators which is then linked to the MDF.  The MDF has several components in-house that include the server’s for the Sales and Marketing departments which has been dedicated the name NETWORK 1 within the MDF.  Network 1 is connected to the boundary router which inturn acts as the gateway for the internet.  Also connected to this router is NETWORK 2, network 2 has a switch connected to it and the email server attached.  Network 1 and 2 are directly connected to the HCC and VCC which exit the building.  The VCC is then connected to the IDF if necessary,

The IDF is then linked to another block which houses two switched networks and these are labelled the Accounting and Engineering servers attached to each switch respectively.  Both these switches are linked to the HCC and back out building to another block which houses the Accounting and Engineering networks.

Diagram 2, Image

Collision Domain, Basic Shared Access

Description:  The diagram depicts several computers linked to a shared bus network with computers labelled 1 through 3 and covering all the way through to nth computer.  They diagram is trying to indicate that the collision domain encompasses all the machines on the shared segment.

Diagram 3, Image

Diagram 3, Image

Ethernet Technology – Segmentation

Description:  The umage has four PC’s segmented by 3 bridges indicating that there are four collision domains on this network.  Bridging and Switching are used for segmentation for the reasons outlined below:

· Results in multiple collision domains

· Still a single broadcast domain

· Stations can get dedicated bandwidth

Diagram 4, Image.

Broadcast Domain

Description:  The diagram depicts a router connected to a switch which is then connected to 4 hubs.  The entire network other than the router has been encompassed in a bubble indicating everything from the fast Ethernet port on the boundary router inward bound is covered by the broadcast domain.

5.1.3 – LAN Design Methodology
10 Diagrams.

Diagram 1, Image

Gather requirements and expectations

Description:  The image depicts a PC connected by virtual red lines to several peripheral components these include a printer, server, storage medium and departmental networks.  Information that should be gathered include:

· corporate structure

· Business information flow

· Applications in use

· Current topology

· Performance characteristics of current network

Diagram 2, Image

Analyse Requirements and Data.

Description:  The diagram depicts two block’s, each is labelled with the heading “Types of Applications” and “Who Accesses It”.  Under the “Types of Applications” heading is the Centralised Database and Video Training servers.  Virtual red lines connect these servers to the “Who Accesses It” block, which outlines everyone in the company, the training department and the Engineering department.

Diagram 3, Image

Develop LAN Topology

Description:  The image depicts two blocks of network topology.  The first block has the star topology and the second has the extended star topology.

Diagram 4, Image

Developing LAN Topologies.

Description:  The diagram displays a pyramid assembly and at the top of this pyramid is a router.  The next device in the pyramid is two switches and then followed by two hubs and 6 PC’s forming the bottom of the pyramid.  It is indicated on the diagram that the router is layer 3 device and it uses IP addressing to reference the device.  The switches are referenced to the layer 2 Data Link layer and MAC addressing is used to reference the device.  The layer 1 devices are the hub and repeater and these are referenced at the physical layer.

Diagram 5, Image.

Documentation Logical Diagram

Description:  The diagram displays the logical setup of network equipment in a typical LAN implementation.  The diagram displays the MDF location labelled as RM 203 with a virtual link to the WAN with the speed in bps.  The MDF is then linked to 3 other IDF’s located at RM 215 and 220 respectively.  The MDF is linked by 12 strand fibre with 2 in use and 1o redundant lines waiting for use.  The link speed of these fibre links is 100mbps.  The service area is defined as:

= Room – XXX – 4 drops( 2 used )

= Room – ABC – 5 drops ( 3 used )

Documentation is useful in troubleshooting problems and implementing expansion in the future.

Diagram 6, Image

Extended Star Topology in a Multi-building Campus.

Description:   The diagram displays four blocks each with different networking devices located in each.  The first block, located in the top left hand corner, has 13 PC’s spread out sporadically around the block.  7 PC’s are directly linked to the IDF and 6 PC’s are directly linked to the MDF and POP server.   The next block is linked to the MDF through the IDF that is situated inside this block.  The IDF has 5 PC’s linked to it and also linked to the MDF in the first block is a vertical cable that also carries the internet signal back to all blocks.

The third block is also linked to the MDF in the first block, an IDF in this block takes care of the communication to the MDF and also concentrates the 7 other PC’s into the IDF.  The fourth block is also connected to the MDF by vertical cable through the IDF which has 5 PC’s connected to it.

Diagram 7, Table

Cut Sheet.

Description:  The cut sheet identifies the connections that have been established as well as the cable ID and the type of cable used in each case.  Also listed on the cut sheet is the connection pair numbers and the port number for each connection as well as the status of each connection.

Diagram 8, Image

Setting up VLAN Implementation

Description:  The diagram illustrates the components that have been dedicated to each floor of a business environment.  There are three floors each with dedicated equipment specific to the job at hand.  Floor 1 has a switch and a server for the Engineering, Marketing and Accounting departments.  Floor 2 has a router that is connected to both the Floor 1 and Floor 3 switches as well as the switch located on Floor 2.  Connected to Floor 2’s switch is 3 PC’s each belonging to the departments listed earlier.  Connected to Floor 3’s switch is 3 PC’s each belonging to the already listed departments.

Diagram 9, Image

Use router to impose logical structure

Description:  The diagram depicts the router with it’s 3 Fast Ethernet ports in use.  Fa0/0 is connected to the 192.168.3.0 network, Fa0/1 is connected to the 192.168.1.0 network and Fa0/2 is connected to the 192.168.2.0 network.  This has been defined in the routing table stored in the srouter.

Diagram 10, Image

Addressing Map

Description:  The diagram depicts the addressing maps for both the ABC school and the DEF school.  These maps clearly state the ip addresses of all the connections at both the ABC and DEF schools.

5.1.4 – Layer 1 Design.

8 Diagrams

Diagram 1, Image.

Developing layer 1 LAN topology.

Description:  The diagram depicts the PHYSICAL layer devices that are part of the overall topology for this network.  These include the Hubs, Repeaters and the network media used to connect the devices.

Diagram 2, Table

Cable characteristics and the IEEE 802.3 Values

Description:  The diagram depicts the standards established in the IEEE 802.3 specifications that have been used for this implementation.  The standards used are 10BASE-T, 10BASE-FL, 100BASE-FX and 100BASE-TX.  You should already be familiar with these standards.

 Diagram 3, Diagram.

Star Topology using Category 5 Unshielded Twisted Pair

The diagram depicts a server at the centre of a star topology network with 9 PC’s directly connected to the server.  The server and its connected network devices are described as the MDF or Main Distribution Facility.  The diagram outlines the  links between the server and the PC’s as being horizontal cabling of Category 5e UTP.  Maximum distance limitation on Cat 5e cabling is 100m before attenuation becomes to great to reliably transmit the signal.

Diagram 4, Diagram

Typical MDF in star topology

The diagram depicts the HCC (Horizontal Cross Connect) as the centre of the wiring closet.  Within the wiring closet is the HCC which has 6 links of less than 5m per link connected directly to the switch.  The switch is the uplink portion switch that has a link to a boundary router that acts as the gateway to the internet.  Patch cords and jumpers are also part of the wiring closets composition.  The link running out of the HCC inside the wiring closet is a horizontal cable of approximately 90m and Cat 5e cable specification.  This horizontal cable runs to a wall telecommunications faceplate with RJ45 female connectors on the consumer end.  Connected to the faceplate is a Cat 5e straight through cable that connects to the client PC.

Diagram 5, Schemaitc

Multi-Building Campus

The diagram depicts four separate blocks representing a multi-building campus.  Within the first block are several network devices these being the IDF, MDF and the POP mail server which has directly connected 13 PC’s of various platforms.  The second block is connected to the first block through the MDF in the first block and an IDF in the second block by vertical cabling.  Inside the second block are 5 PC’s directly connected to the IDF.  Also running out of the MDF is the internet connection routed through vertical cabling.

Block three is connected to block one’s MDF by vertical cabling through the IDF located in block three.  Within block three is an IDF with 7 PC’s directly connected to it.  Block four is directly connected to block one’s MDF by vertical cabling to it’s own in house IDF.  Connected to the IDF in block four are 5 PC’s.  This completes the descriptive notation of this diagram. 

Diagram 6, Image.

Extended Star Topology in a multi-building Campus

The diagram depicts a single PC in the corporate LAN connected to an MDF and a IDF. The PC is defined as being 5m from the telecommunications wall-plate and within the work area LAN.  Connected to the wall-plate is 90m of horizontal cabling of the Cat 5e UTP variety.  This cable is linked to the HCC which then links to the switch and back out of the switch to the VCC.  The downlink link to the VCC is within the 100m Cat 5e cabling constraints.  Also linked to the switch in the MDF is the uplink router to WAN.  Within the MDF is the VCC which connects the VCC in the IDF.  This vertical cabling link is multi-fibre optic strands implemented for expansion. 

Within the IDF in the second block is the VCC which acts as the uplink port for access to the MDF.  The switch that is connected to the VCC is also directly connected to the HCC within the IDF.  This completes the description for this diagram.

Diagram 7, Diagram

Extended Star Topology

The diagram depicts three star topologies each with nine PC’s linked to an MDF in the first star topology, and IDF’s in the two other star topologies.  Vertical cable link the two IDF’s to the MDF in the first star topology.  The vertical cabling is usually multi-mode fibre optic and the horizontal cabling is the standard Cat 5e UTP variety of less than a 100m to keep within constraints.

Diagram 8, Diagram.

Layer 1 Documentation Logical Diagram

The diagram depicts the logical structure of the LAN environment referencing where networking devices may be placed and the Room designation for the physical environment.  Box 1 at the top of the schematic has the MDF location and the room number RM 203 assigned.  Box 2 directly below it outlines the media types, which of the connections are in use and the bandwidth feasibility.  In this instance, the media type is multi-mode fibre optic of the 12 strand variety, 2 of the links are in use, 10 are dormant and the link speed is 100mbps.

2 other boxes are linked to Box 1, these are Box 3 and 4.  Box 3 to the left of the diagram has IDF 1 labelled to it and its location is RM 215.  Box 4 to the right of the diagram has the third IDF located in it and the room number 222 appended.  Directly attached to Box 2 is Box 5 which has the label Room number 220 and has IDF 2 located inside it.  In Box 6, the sevice area has been defined with this list of statements:

· Room – XXX – 4 drops – 2 used.

· Room – ABC – 5 drops – 3 used.

Directly connected to Box 1 is Box 7 which has a virtual serial link to the WAN and has been defined with a link speed in Mbps.

Diagram 9, Table

Cut Sheet.

The table is formulated in the list below:

Connection

Cable ID
Cross Connection – Paired#/Port#



IDF 1 to Rm203
203-1

HCC1/Port 13


IDF 1 to Rm203
203-2

HCC1/Port 14

IDF 1 to Rm203
203-3

HCC2/Port 3

IDF 1 to MDF

IDF-1

VCC1/Port 1

IDF 1 to MDF

IDF-2

VCC1/Port 2
Cable Type 

Statue

Category 5e UTP
Used

Category 5e UTP
Not Used

Category 5e UTP
Not Used

Multimode Fibre
Used

Multimode Fibre 
Used

5.1.5 – Layer 1 Design.

8 Diagrams.

Diagram 1, Image

Developing a LAN Topology.

The diagram outlines LAN Topology implementation based on the 7 layers of the OSI model.  Outlined in layer 2 or the Data Link layer are the LAN switches which are then connected to devices located further up the OSI model and also devices on the next layer down of the OSI model.

Diagram 2, Image

Micro-segmentation of Network

The diagram depicts traffic flow on the network with no use of a LAN switch and also with the implementation of the layer 2 LAN switch.  The network does not make intelligent forwarding decisions from the shared media segment to the hosts.  With the introduction of a LAN switch(layer 2), micro-segmentation takes place within the switch to allow dedicated transmission paths to be structured. 

Diagram 3, Image

Asymmetric Switching

The diagram depicts a layer 2 LAN switch at the centre of a star topology network.  Three PC’s are connected to the switch by 10Mbps links.  The link between the server and the switch is by a vertical cabling uplink to the MDF and is defined as a 100Mbps link.  The asymmetric Switching technique allows for the reliable transmission of frames across the network regardless of the connection speeds between the clients and the network devices.

Diagram 4, Image

Layer 2 Switching

The diagram depicts two PC’s in different work areas directly connected to the IDF and MDF respectively.  PC 1 has a work area cable run of 5m ot the wall outlet and then a 90m cable run of horizontal cabling to the MDF HCC (Horizontal Cross Connect).  PC 2 has a work area cable run of 5m to the wall outlet and a 90m run of horizontal cabling to the IDF HCC (Horizontal Cross Connect).  These four connections between the PC, wall outlet and the HCC are all by Category 5e UTP media.  In both the MDF and IDF, the same physical devices are connected exactly the same way, that is, the HCC patch panel is connected directly to the network switch.  The network switch is also connected to the VCC which acts as the expansion interface between the MDF and the IDF.

In the case of the MDF all connections between the HCC and the switch are 10Mbps and the downlink connection between the switch and the VXC are 100Mbps connections.  Also housed within the MDF is the uplink between the switch and the boundary router that acts as the gateway to the WAN.  The IDF has its internal links configured the same way, 10Mbps links between the HCC and the switch and 100Mbps uplink connections between the switch and the VCC.  In both the MDF and IDF, links between the VCC’s are 100Mbps multi fibre optic connections for expansion.
Diagram 5, Image

Collision Domain Size with Hubs

The diagram depicts a layer 2 switch as the centre of relatively small network.  Directly connected to the switch are four layer 1 hubs named Hub A, Hub B, Hub C and Hub D. Hub A has a 100Mbps link to the switch and 24 clients attached to the hub are on 100Mbps link speeds.  Hub B has a 10Mbps link to the switch and 24 clients attached to the hub are on 10Mps links speeds.  Hub C has a 100Mbps link to the switch and 8 clients attached to the hub are on 100Mbps link speeds.  Hub D has a 10Mbps link to the switch and the 8 clients connected to the hub are on 10Mbps link speeds.  Below this diagram is a table with information about collision domain and the bandwidth average, these are as follows:
Hub A.

Collision domain:
24 hosts

Bandwidth average:
100Mbps/24 hosts= 4.167Mbps per host

Hub B

Collision domain:
24 hosts

Bandwidth average:
100Mbps/24 hosts= 4.167Mbps per host

Hub C
Collision domain:
8 hosts

Bandwidth average:
100Mbps/8 hosts= 12.5Mbps per host

Hub D

Collision domain:
8 hosts

Bandwidth average:
10Mbps/8 hosts= 1.25Mbps per host

Diagram 6, Image

Layer 2 Switching Collision Domains

The diagram depicts a switched LAN environment.  The layer 2 switch has four PC’s directly connected to it, this is commonly known as a Switched LAN configuration.  In the second part of the diagram, a layer 2 switch is centralised with two hubs directly connected.  Directly connected to the hubs are 24 hosts on each hub totalling 48 clients on the network.  In a pure switched LAN environment, the size of the collision domain is two hosts.  When using hubs, the size of the collision domain increases and bandwidth is shared.

Diagram 7, Image

Layer 2 Switching with Hubs

The diagram depicts four blocks each representing an MDF, IDF and two departmental blocks housing clients.  Directly connected to the MDF is a single PC that is attached to a wall outlet and to the HCC by horizontal cabling of the Cat 5e variety.  The run from PC to wall outlet is 5m and the run from the wall outlet to the HCC is approximately 90m.  The first departmental block is directly connected to the MDF through the HCC patch panel.  This 10Mbps link to the MDF is facilitated by a hub located in the first department and directly connected to the hub are 8 PC’s.  Similarly, the second department is connected to the IDF’s HCC by a 10Mbps link.  This link is facilitated by the hub located in second department and has 8 PC’s directly connected to it.

The device schematic for both the MDF and IDF are as follows, the MDF houses the HCC patches which then connect to the switch by 10Mbps links.  The switch is also connected to the VCC by 100Mbps downlink ports and an uplink port to the boundary router that acts as the gateway to the WAN.  The VCC in the MDF is linked to the VCC in the IDF by vertical cable and is has been defined as multimode fibre optic as is used as the need arises due to expansion. The VCC in the IDF is linked to the switch through the uplink ports and they have been defined as 100Mbps links.  The switch is also connected to the HCC in the IDF by 10Mbps links .  The HCC connects to a 10Mbps connection to the second department completing the diagram description for this image.

Diagram 8, Image

Layer 2 Migrate to Higher Bandwidth

The diagram depicts the migration from 10Mbps connections within the same schematic described above.  All 10Mbps connections have been changed to 100Mbps connections to increase bandwidth and productivity.

The diagram depicts four blocks each representing an MDF, IDF and two departmental blocks housing clients.  Directly connected to the MDF is a single PC that is attached to a wall outlet and to the HCC by horizontal cabling of the Cat 5e variety.  The run from PC to wall outlet is 5m and the run from the wall outlet to the HCC is approximately 90m.  The first departmental block is directly connected to the MDF through the HCC patch panel.  This 100Mbps link to the MDF is facilitated by a hub located in the first department and directly connected to the hub are 8 PC’s.  Similarly, the second department is connected to the IDF’s HCC by a 100Mbps link.  This link is facilitated by the hub located in second department and has 8 PC’s directly connected to it.

The device schematic for both the MDF and IDF are as follows, the MDF houses the HCC patches, which then connect to the switch by 100Mbps links.  The switch is also connected to the VCC by 100Mbps downlink ports and an uplink port to the boundary router that acts as the gateway to the WAN.  The VCC in the MDF is linked to the VCC in the IDF by vertical cable and is has been defined as multimode fibre optic and is used as the need arises due to expansion. The VCC in the IDF is linked to the switch through the uplink ports and they have been defined as 100Mbps links.  The switch is also connected to the HCC in the IDF by 100Mbps links .  The HCC connects to a 100Mbps connection to the second department completing the diagram description for this image.

5.1.6 – Layer 3 Design

8 Diagrams

Diagram 1, Image

The diagram depicts a router that acts as the link between two other local area networks and the WAN.  The router sits on Layer 3 of the OSI model or the Network layer.

Diagram 2, Image

The diagram depicts a star bus topology with a router as the centre of this topology.  Three fast Ethernet ports are in use, these are Fa0/0. Fa0/1 and Fa0/2.  The network addresses attached to these ports are as follows,  Fa0/0 has the network address 192.168.3.0 attached, Fa0/2 has the network address 192.168.1.0 configured and Fa0/3 has the network address 192.168.2.0 configured.   The routing table within this router has these entries added.  Defining these networks as LAN’s is the addition of PC’s at the client end of the network.

Diagram 3, Image

Layer 3, Router for Segmentation

The diagram depicts the segmentation of the two networks attached to the router in the MDF.  The diagram is split into four blocks and each block has a specific purpose or intent.  Working in a clockwise direction, block 1 has the client end devices for network 1 and 2 situated within this building.  These devices are as follows, on network 1, 8 PC’s linked to a hub and the same configuration is used for network 2.  Hub’s 1 and 2 in block 1 are linked and leave the building by means of 4 10Mbps Cat 5e connections to the HCC located in the MDF in block 2.

Block 2’s device schematic is depicted with the HCC connected to 2 layer 2 switches, one for each network.  The switches are then linked to a boundary router that acts as the gateway to the WAN.  The links from the HCC to the two switches and the links from the switches to the VCC and router are all 100Mbps connections.  Linking the VCC in block 2 to the IDF(if necessary), are 100Mbps fibre optic links to the VCC in block 3.  The VCC in block 3 is directly linked to 2 switches, one switch for each network in this configuration.  Network 1’s switch also has the accounting departments server attached.  Links within this block are 100Mbps connections to the HCC.   Links to the HCC in block 3 from block 4 are by means of 4 Cat 5e 10Mbps connections.  Within block 4 is the concentrator or HCC that acts as the direct connect to the HCC in block 3.  The HCC in block 4 has a hub and 8 PC’s directly connected to it.  The hub defines network 1 and encapsulates the 8 PC’s.  The second network in block 4 has only 1 PC defined.  This completes the diagram description for this image.

Diagram 4, Image

Logical Addressing Mapped to the Physical Network 

The diagram depicts a table with the logical addresses and physical network devices assigned to the addresses.  The table is as follows:

Logical Address

x.x.x.1 – x.x.x.10

x.x.x.11 – x.x.x.20

x.x.x.21 – x.x.x.30

x.x.x.31 – x.x.x.80

x.x.x.81 – x.x.x.254
Physical Network Devices

Router, LAN and WAN ports

LAN Switches

Enterprise servers

Workgroup servers

Hosts

Diagram 5, Image

Addressing Maps

The diagram depicts two blocks named ABC school in block 1 and DEF school in block 2.  The ABC school has a router acting as the boundary between the local network inside ABC school and the serial port S0 is configured with the network address 172.16.13.1/24, this connection is established to the router in DEF school and it’s serial port SO is configured with the network address172.16.13.2/24.  ABC school’s router has both it’s fast Ethernet ports in use and they have been configured with network addresses.  Fa0/0 has the network address 172.16.1.1/24 and Fa0/1 has the network address 172.16.2.1/24.  On both of these Ethernet connections are servers and they have been labelled Library Server on Fa0/0 with the IP address 172.16.1.21/24 and on Fa0/1, Computer Lab Server with the IP address 172.16.2.23/24.

The DEF school’s router also has both its fast Ethernet ports in use and they have been configured with IP addresses.  Fa0/0 has the network address 172.16.11.1/24 and has been labelled EDISON_ETH_CABLE.  Fa0/1 has the network address configuration of 172.16.12.1/24 and has been labelled EDISON_MATH_ROOM_1.  This completes the diagram description for this image.

Diagram 6. Table

Logical Network Maps and Addressing Maps

The diagram depicts the XYZ school district with two schools, ABC school and the DEF school within this district.  The network address assigned to this district is 172.16.0.0 and it’s subnet mask is 255.255.255.0.  The text based configuration assigned to these networks are as follows:

ABC School
IP range:

172.16.1.0 through 172.16.10.0

Subnet Mask:

255.255.255.0

Router Name:

ABC Router

Fa0/0:


172.16.1.1

Fa0/1:


172.16.2.1

DEF School

IP range:

172.16.11.0 through 172.16.21.0

Subnet Mask:

255.255.255.0

Router Name:

DEF Router

Fa0/0:


172.16.11.1

Fa0/1:


172.16.12.1

This completes the diagram description for this image.

Diagram 7, Image.

Physical Network Maps

The diagram depicts the physical network map or schematic for placement of network devices and client PC’s.  The diagram has the router1 at the top of the map with its serial port in use and is directly connected to the greater WAN.  Both Router 1’s Ethernet ports are in use and are connected by Cat 5 UTP cable to 2 switches located on either Ethernet port on Router 1.  Switch 1 has been  defined as having Ethernet 0 connected to it and Switch 2 has been defined as having Ethernet 1 connected to it.  Between the Switches on both Ethernet connections are the HCC - 1 and HCC - 2.  MDF 1 encompasses HCC - 1 and all it’s devices and MDF 2 encompasses HCC - 2 and all its devices.  Port 2-3 on switch 1 is directly connected to the VCC and Port 6-7 on switch 2 is also connected to the centralised VCC.  The location tag attached to the MDF is, MDF-1, Room 103 at Building A.

The VCC that connects the MDF to the IDF is centrally located inside the IDF also.  Directly connected to the IDF’s VCC are two switches that have been labelled IDF 1-1 and IDF 1-2 and these are located within the main IDF.  Switch 1 inside the IDF as part of IDF 1-1 has its uplink ports 2-3 connected to the VCC.  Switch 2 inside of the IDF and part of IDF 1-2 has its uplink port 6-7 also directly connected to the VCC within the IDF.  

Both switches have Ethernet LANS connected and in between the switch and the LAN’s are HCC – 3 and HCC – 4 respectively.  The location tag attached to the IDF is IDF – 1, Room 217 at Building J.  All connections out of the switches in the IDF are by means of Cat 5 UTP.  This completes the diagram description for this image.

Diagram 8, Image

Setting up VLAN Implementation

The diagram depicts 3 floors of a multi-storey building and the network devices assigned to each floor.  The router for this LAN is situated on Floor 2.  On floor 1 is a layer 2 switch which has three servers connected and these are labelled Engineering, Marketing and Accounting respectively.  The switch on Floor 1 is directly connected to the router of Floor 2 and the switch on Floor 2.  On Floor 2 is the centrally located router with connections to the switch on Floor 1 and the switch on floor 2 and the switch on floor 3.  Directly connected to the switch on floor 2 are three PC’s each labelled Engineering, Marketing and Accounting respectively.  On floor 3 is switch 3 which is directly connected to the switch on floor 2 and the router on floor 2.  Floor 3’s switch is also directly connected to three PC’s each labelled Engineering, Marketing and Accounting respectively.  The graphical table at the bottom of the image indicates that users should be grouped by department, team or application.  Routers should be used to provide communication between VLANS.  This concludes the picture description for this image.

Diagram 9, Image

VLAN Communication

The diagram depicts two VLAN’s named VLAN 1 and VLAN 2. Both VLAN’s are encompassed in separate Broadcast Domains with two PC’s per broadcast domain.  At the centre of both the broadcast domains is a layer 2 switch which then uplinks to the boundary router.  The port configuration for the switch is as follows:

Port 1:

PC 2, VLAN 1

Port 2:

PC 1, VLAN 2

Port 3:

PC 2, VLAN 2

Port 4:

Uplink to Router

Port 5:

Uplink to Router

Port 6:

PC 1, VLAN 1

This concludes the picture description for this image.

5.2 LAN Switches
5.2.1 – Switched LAN’s, access layer overview

3 Diagrams

Diagram 1, Image

Hierarchical Design Model

The diagram depicts a Scalable Multi-Layer Campus Design.  The diagram is split into 3 separate sections outlined as the Core, Distribution and Access.  The core involves layer2/layer 3 switching and its device layout consists of a broadcast cloud within which a layer 2 switch and a layer 3 distributed switch are located.  The distribution section outlines two layer 3 distribution switches that have two links inbound to the switch, one for each, and then 4 connections outbound for each layer 3 switch.  These 8 connections outbound from the distribution section link to the access section which involves later 2 switching.  A connection from each layer 3 switch to each layer 2 switch in the access section makes up the 8 connections as there are 4 layer 2 switches with 2 connections each.  The layer 2 switches are Catalyst 5500s series switches.  This concludes the diagram description for this image.

Diagram 2, Image

Access Layer:  Switched and Shared Bandwidth

The diagram depicts two network situations these being a Shared Bandwidth configuration and a Switched Bandwidth configuration.  The Shared bandwidth model has a switch directly connected to a hub and then 4 PC’s directly connected to the hub.  The switched bandwidth model has the switch at the top of the configuration and 3 PC’s directly connected to the switch.

Diagram 3, Table

Functions of the Access Layer

The table contains the below information:

· Shared Bandwidth

· Switched Bandwidth

· MAC layer filtering

· Micro-segmentation

5,2 LAN Switching

2 Diagrams

Diagram 1, Table

Features of Access Layer Switches 

The diagram depicts a table, its contents are listed below:

Catalyst
Type
1900 Series
Fixed Configuration

2820 Series
Fixed Configuration with modular expansion slots

2950 Series
Fixed Configuration

4000 Series
Modular – multiple slots per chassis

5000 Series
Modular – multiple slots per chassis

Supported OSI Layers
Ethernet Ports
Layer 2


12 or 24

Layer 2


24

Layer 2


0

Layer 2 and 3


Configurable ports up to - 240

Layer 2 and 3


Configurable ports up to – 528

Fast Ethernet Ports


Gigabit Ethernet

2




0

2




0



12 or 24 speed Configurable
0 or 2


Configurable ports up to 240
Configurable ports up to 240

Configurable ports up to 266
Configurable ports up to 38


Enterprise Size
Small to Medium

Small to Medium

Small to Medium

Varies with options chosen

Varies with options chosen

Diagram 2, Image

Catalyst 4000 Switch

The diagram depicts the Catalyst 4000 Series Switch.

5.2.3 – Distribution Layer Overview
1 Diagram 

Diagram 1, Image.

Distribution Layer

The image depicts a Scalable Multi-Layer Campus Design with 3 virtual boxes each conceptualising a process that it controls.  The first box outlines the CORE.  The core has a broadcast cloud and within that cloud is a layer 2 switch and a Layer 2/3 distribution switch.  The second box outlines the DISTRIBUTION process.  Within this box is housed 2 layer 2/3 distribution switches that are directly connected to the third virtual box.  The third box is named the ACCESS box.  The ACCESS box houses 4 layer 2 switches.  There are 4 links between each layer 2/3 distribution switches in box 3.  In total there are 8 connections between box 3 – Distribution and box 4 – Access.  This concludes the diagram descriptions for this image.

5.2.4 – Distribution Layer Switches

3 Diagrams

Diagram 1, Image

Distribution Layer Switches

The diagram depicts the Cisco Catalyst 2926G managed switch with 24 Cat 5 UTP ports.

Diagram 2, Image

Distribution Layer Switches cont’

The diagram depicts the Cisco Catalyst 6000 Family distribution layer switches that are designed for the corporate medium to large enterprise.

Diagram 3, Image

The diagram depicts the Cisco Catalyst 6500 Switch that is a managed switch designed for the medium to large corporate network environment.

5.2.5 – Core Layer Overview
1 Diagram

Diagram 1, Image

Core Layer

The highlighted box is the CORE box or box 1.

The image depicts a Scalable Multi-Layer Campus Design with 3 virtual boxes each conceptualising a process that it controls.  The first box outlines the CORE.  The core has a broadcast cloud and within that cloud is a layer 2 switch and a Layer 2/3 distribution switch.  The second box outlines the DISTRIBUTION process.  Within this box is housed 2 layer 2/3 distribution switches that are directly connected to the third virtual box.  The third box is named the ACCESS box.  The ACCESS box houses 4 layer 2 switches.  There are 4 links between each layer 2/3 distribution switches in box 3.  In total there are 8 connections between box 3 – Distribution and box 4 – Access.  This concludes the diagram descriptions for this image.

5.2.6 - Core Layer Switches

3 Diagrams

Diagram 1, Image

The diagram depicts the Cisco IGX8400 Multi-Service Switches that are designed for the corporate or enterprise level network of medium to large size.

Diagram 2, Image

Catalyst 8540 Switch

The diagram depicts the Cisco Catalyst 8540 Switches that are designed for the corporate or enterprise level network of medium to large size.

Diagram 3, Image

Light-Stream 1010 Switch

The diagram depicts the Light-Stream 1010 Switches that are designed for the corporate or enterprise level network of medium to large size.

SUMMARY

The summary covers the following points as listed below:

· The first step in designing a LAN is to establish and document the goals of the design.

· The use of a hierarchical design model will make it easier to make changes to the network as the organisation grows.  The hierarchical model includes:

· The access layer that provides users in workgroups access to the network.

· The distribution layer that provides policy based connectivity

· The core layer that provides transport between sites.  The core layer is sometimes referred to as the backbone.

End of Picture descriptions for this module.

