CCNA 1 Module 5 picture descriptions

Cabling WANs & LANs

Module Overview
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Graphic 1

Upon completion of this module, students will be able to perform tasks relating to the following

5.1 Cabling LANs

5.2 Cabling WANs

Graphic 2 is a table of outcomes for the CCNA640-810 exam

Planning and design: 

-Design a simple LAN using Cisco technology

-Design a simple internework using Cisco technology

-Choose WAN services to meet customer requirements

Implementation and Operation

-Implement a LAN

Graphic 3 lists objectives to meet the requirements of the ICND 640-811 exam

Planning and design

-Design or modify a simple LAN using Cisco products

-Design a simple internetwork using Cisco products

Implementation and Operation

-Implement a LAN

Technology

-Evaluate the characteristics of LAN environments

-Evaluate key characteristics of HDLC, PPP, Frame Relay, DDR and ISDN technologies

Graphic 4 lists the objectives for the INTRO 640-821 exam

Implementation and operation

-Describe and install the hardware and software required to be able to communicate via a network

-Establish communication between a terminal device and the router IOS, and use the IOS for system analysis

Technology

-Describe the topologies and physical issues accociated with cabling common LANs

-Identify the key characteristics of common wide area network configurations and technologies and differentiate between these and common LAN technologies

-Describe the hardware and software required to be able to communicate via a network

-Describe the physical, electrical and mechanical properties and standards associated with optical wireless and copper media used in networks

-Describe the role of a router in a WAN

5.1.1 LAN physical layer

Page has 2 graphics.

Graphic 1 depicts several icons used to illustrate different types of networks/connections. A solid circle with the words “Token Ring” is used to depict a token ring network.

An oval made up of two lines with a small gap between them, 3 short horizontal straight lines on the left edge pointing out of the oval and the letters FDDI inside the oval is used to depict a Fibre Distributed Data Interface network. A solid (unbroken) black line indicates an Ethernet Line. A red lightning bolt, or zigzag line illustrates a serial line (not the RS232 from the back of a PC)

Graphic 2 is complex. It attempts to show the relationship between LAN physical layer implementations. It shows on one side two blocks stacked on top of each other. They represent the Physical layer at the bottom and on top of that the Data Link Layer (DLL). One thing that has not been covered so far is that the DLL is actually broken into 2 parts or sublayers. The first, closest to the physical layer is the Media Access Control (MAC) layer. This layer controls how the network device will access the media (eg CSMA/CD – covered soon) and also has the hardware address (MAC address we have all heard about) The upper sublayer is the Logical Link Control (LLC) This sublayer handle the interface between different MAC layers and the upper layers in the protocol stack. It means if we change from copper media to wireless, we do not need to change the upper layers as well, only the MAC. 

Ethernet is one of the standards for LANs and is covered by the first 2 layers of the OSI model, the physical (closest to the actual transmission media) and the DLL. However there are many parts to the Ethernet standard. The first is 802.2. This standard describes ONLY the LLC, not the MAC or physical layers. The exception to this is the original Ethernet standard put forward by Digital Equipment Corporation, Intel and Xerox. (hence the name DIX standard) This is outdated and really used now. Dix described the entire Ethernet standard as a whole. The IEEE developed the moden standards and they include 802.3 for 10Mbps (10Base2, 10Base5, 10BaseT, 10BaseF and several others) the 802.3U for fast Ethernet (100BaseTX, 100 BaseFX and others) and 803.3z for gigabit Ethernet.

Remember that physical layer implementations vary and Some implementations support multiple physical media.

5.1.2 Ethernet in the campus

page has 1 graphic, a table of where to use the different Ethernet standards, explained well enough in the text. Below is a slightly different and more detailed table. More information on Access, Distribution and Core layers will follow.

Access layer
Ethernet 10 Mbps Connects users with low to moderate bandwidth requirements
Fast Ethernet 100 Mbps Connects users with high-speed requirements or servers with low to moderate usage
Gigabit Ethernet 1000 Mbps Connects servers with high usage
10 Gigabit Ethernet 10000 Mbps Not currently recommended at this layer
Distribution layer
Ethernet 10 Mbps Not recommended at this layer
Fast Ethernet 100 Mbps Connects routers and switches with moderate usage
Gigabit Ethernet 1000 Mbps Interconnects access switches with Fast Ethernet users and used to connect distribution switches to core layer
10 Gigabit Ethernet 10000 Mbps Not currently recommended at this layer
Core layer
Ethernet 10 Mbps Not recommended at this layer
Fast Ethernet 100 Mbps Not recommended at this layer
Gigabit Ethernet 1000 Mbps Interconnects core switches in networks with moderate use
10 Gigabit Ethernet 10000 Mbps Interconnects core switches with high usage
5.1.3 Ethernet media and connector requirements

Page has 1 graphic, a table of Ethernet media and connector requirements

 

10BASE-2
Media 50-ohm coaxial (Thinnet) RG-58 coaxial cable
Maximum Segment Length 185 m (606.94 ft)

Topology Bus

Connector AUI or BNC

10BASE-5

Media 50-ohm coaxial (Thicknet) RG-50 coaxial cable

Maximum Segment Length 500 m (1640.4 ft)

Topology Bus

Connector AUI

10BASE-T

Media EIA/TIA Category 3, 4, 5 UTP 2 pair
Maximum Segment Length 100 m (328 ft)

Topology Star

Connector ISO 8877 (RJ-45)

100BASE-TX

Media EIA/TIA Category 5 UTP 2 pair
Maximum Segment Length 100 m (328 ft)

Topology Star

Connector ISO 8877 (RJ-45)

100BASE- FX

Media 62.5/125 micro multimode fiber
Maximum Segment Length 

Topology Point to point

Connector MT-RJ or SC connector

1000 BASE-CX

Media STP
Maximum Segment Length 25 m (82 ft)

Topology Start or point to point

Connector ISO 8877 (RJ-45)

1000 BASE-T 

Media 
Maximum Segment Length 400 m (1312.3 ft)

Topology Start or point to point

Connector ISO 8877 (RJ-45)

1000 BASE-SX

Media 62.5/50 micro multimode fiber
Maximum Segment Length 260 m (853 ft)

Topology point to point

Connector SC

1000 BASE-LX

Media 9 micro single-mode fiber
Maximum Segment Length 3-10 km (1.86–6.2 miles)

Topology Start or point to point

Connector SC

5.1.4 Connection media

Page has 1 graphic, differentiating between connections. It depicts the ports on a router. Description of connectors follows in a later section.

5.1.5 UTP implementation
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Graphic 1-3 are different shots and types of RJ45 connectors

Graphic 4 illustrates the cabling for both the T568A and T568B. 

T588A pins colours and pair number

1 Green/white pair 3

2 Green pair 3

3 orange/white pair 2

4 Blue pair 1

5 Blue/white pair 1

6 orange pair 2

7 Brown/white pair 4

8 brown pair 4

T568B

1 orange/white pair 2

2 orange pair 2

3 Green/white pair 3

4 blue pair 1

5 blue/white pair 1

6 green pair 3

7 brown white pair 4

8 brown pair 4

Note that only pairs 2 and 3 swap. This is the difference between a crossover and straight through cable. Straight through normally has 568a on both ends, a crossover has a 568A at one end and a 568B at the other.

Graphic 3 shows what the pairs are used for:

 Pin 1 & 2 are transmit data

Pin 3 & 6 are receive data. The others are no connection.

Graphic 6 shows the crossover connections as explained above.

Graphic 7 Explained in text. Additionally use a straight through when only one port is designated with an X

Use crossover cable when both ports are designated with an X or neither port is designated with an x. An easier way to determine this is connect different types of network equipment with a straight through and the same sort with a crossover. PC to PC are like so crossover. PC to switch straight through, router to PC uses crossover. Etc.

Graphic 8 has no useful information.

5.1.6 Repeaters
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This graphic is an interactive display of a repeater. It shows a packet being sent from the first computer on a bus topology. The packet is placed on the bus and propagates in both directions. Once the packet reaches the terminated end of the cable it is absorbed (disappears) In the other direction each computer connected reads the packet from the bus. The packet eventually reaches the repeater and is reconstructed (amplified and “cleaned up”) The repeater then transmits the packet onto the next network segment with each computer connected to this bus receiving the packet until it reaches the terminated end of the bus where it is absorbed.

5.1.7 Hubs

This graphic contains a picture of a Hub

5.1.8 Wireless
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Graphic depicts a small wireless network with a workstation, server and laptop connected to access points and a radio tower relaying the the signal to all hosts.

5.1.9 Bridges
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Graphic 1 depicts 6 computers on 2 segments (bus topology) connected by a bridge, 3 computers are on each of the segments. It attempts to illustrate that the bridge isolates traffic by learning the MAC addresses of each computer and on which of the 2 ports that machine is on. (remember a bridge has just 2 ports) So if the computers on segment 1 are named A,B and C and those on segment 2 are named D,E and F, traffic between A, B and C is not transmitted to segment 2 as machines D,E and F do not need to see that traffic. An example:

Machine A transmits a frame for machine B. As we are using a bus topology, the message propagates in both directions, reaching hosts B and C and the Bridge. C reads the message, notes that it is not intended for C and drops the frame. B reads the frame, Notes that it is the intended recipient and passes the frame to the next layer up for processing. The bridge reads the frame, notes that the destination address is on the same segment the frame came in on, so therefore does not forward the frame to the other LAN segment.

If Host A sends a frame to host F, most of the above still holds, all hosts receiving the frame check to see if they are the recipient and drop the frame if they are not, however the bridge sees that the destination is on the other segment (ie not the same port that the message was received) and so therefore passes the frame through the bridge to the other segment.

Graphics 2 & 3 illustrate how the bridge learns which host is on which segment. It is reasonably well explained in the text. The diagram is overly complex and not particularly useful. In essence, as we know, every frame (we are working at layer 2) contains a destination address and a source address. So a frame being received on one port may be read by the bridge, the source address of the incoming frame is noted and stored in a table, thus the bridge knows which port the sending host is on. This table is built up over time and eventually (in seconds really, but that is a lifetime in networks) the bridge knows which port most hosts are connected to. It then forgets everything! To put that into perspective, every so often the bridge will clear the bridge table so inactive machines or those that are moved may be cleared/corrected. If an address is not in the bridge table, the bridge will “flood” the frame out all ports except the one it came in on. (see text)

5.1.10 Swtiches 
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Graphic 1 is a picture of a 2900 series switch

Graphic 2 illustrates 3 computers and a server connected to a switch. The MAC addresses are listed for each host and the switching table is also shown. The switching table maps the MAC address to the interface that the host is connected to. Table below

Interface E0

MAC Address 0260.8c01.1111

Interface E1

MAC Address 0260.8c01.2222

Interface E2

MAC Address 0260.8c01.3333

Interface E3

MAC Address 0260.8c01.4444

Graphic 3 introduces the concept of micro segmentation. The diagram shows that when using a shared media (bus topology for example) all traffic is visible to all hosts. A LAN switch allows hosts to create a link between the 2 that wish to communicate so that the other hosts do not see traffic that is not intended for them. A switch is just a multi port bridge. 

5.1.11 Host connectivity
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Graphic 1 is a picture of a NIC, component side

Graphic 2 is a picture of a NIC, connector side, showing an RJ45 plug and activity LEDs. These LEDs usually have a link light (connected to media) and an activity LED that flashes when there is traffic on the link.

5.1.12 Peer-to-peer
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Graphic 1 is a simple diagram of 4 computers connected together as a peer to peer network.

Graphic 2 depicts the “My documents properties” applet. The sharing tab is selected which allows the sharing of files and folders across a peer to peer network.

Graphic 3 shows windows explorer with the file “Docs” shared or mapped as a network drive. See text for details.

5.1.13 Client/server
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Graphic 1 shows a small client/server network where 3 computers are connected to a server.

Graphic 2 shows 2 scenarios. The first illustrates that the 3 workstations access shared information on a single server. The second is a diagram of a network that has 3 workstations connected to several servers where data is distributed across multiple servers.

Graphic 3, Advantages of the different types of LAN

Advantages of a Peer to Peer network

· Less expensive to implement

· Does not require additional specialized network administration software

· Does not require a dedicated network administrator

Advantages of a Client/Server Network

· Provides better security

· Easier to administer when the network is large because administration is centralized

· All data can be backed up on one central location. 

Graphic 4 is a table of disadvantages of each kind of network

Disadvantages of a Peer to Peer network

· Does not scale well to large networks and administration becomes unmanageable

· Each user must be trained to perform administrative tasks

· Less secure

· All machines sharing the resources negatively impact the performance

Disadvantages of a Client/Server Network

- Requires expensive specialized network administrative and operational software

- Requires expensive more powerful hardware for the server machine

- Has a single point of failure. User data is unavailable if the server is down.

5.2.1 WAN physical layer
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This depicts the different standards that are used in Wide Area Networks. Similar to the Ethernet standard where we have a media access layer sitting on top of a physical layer. 

Cisco HDLC, PPP and Frame Relay use the following physical layer specs:

EIA/TIA-232

EIA/TIA-449

X.21 V.24

V35

High speed Serial Interface (HSSI)

ISDN BRI uses RJ45

Note: ISDN BRI cable pinouts are different than the pinouts for Ethernet

DSL Modem uses RJ11 – Note works over telephone line

Cable Modem uses F (think this is a misprint) and works over cable TV lines

Notes on all the above:

Physical layer implementations vary

Cable specifications define speed of link.

5.2.2 WAN serial connections
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Graphic 1 is a table of data rates and distances for EIA/TIA 232 and EIA/TIA 449 (in metres) respectively.

2400 bps EIA/TIA 232 60 EIA/TIA 449 1250

4800 bps EIA/TIA 232 30 EIA/TIA 449 625

9600 bps EIA/TIA 232 15 EIA/TIA 449 312

19,200 bps EIA/TIA 232 15 EIA/TIA 449 156

38,400 bps EIA/TIA 232 15 EIA/TIA 449 78

115,200 bps EIA/TIA 232 3.7 EIA/TIA 449 not used

T1 (1.544 Mbps) EIA/TIA 232 not used  EIA/TIA 449 15

Graphic 2 shows DTE and DCE connections. The router at the end user is the DTE device. The connector on the router is dependant on the router model used at the site. The router connects to the CSU/DSU (which is the DCE) and connects onto the service provider. The DCE end (think that the C stands for clock) may have a variety of physical connectors. An audio description will be available on these.

5.2.3 Routers and serial connections
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Graphic 1 shows the implementation of DTE and DCE over serial connections. 2 definitions are given:

Data Terminal Equipment – End of the users device on the WAN link

Data Communications Equipment – End of the WAN providers side of the communication facility. Also responsible for clocking

Graphic 2 displays a back to back serial connection. It depicts 4 workstations, 2 hubs and 2 routers. 2 workstations are connected to a hub. The hub is connected to router A on FA0/0. The S0/0 (DCE) is connected to router B S0/1 (DTE). (connection is a red “lightning bolt” or zigzag line) A hub is connected to router B on FA0/0 and has 2 workstations connected. One workstation on each side is also connected to the router via a console cable (red dotted line) to the router (for configuration)

Graphic 3 depicts the connectors on a 2503 router. See audio description.

Graphic depicts the connectors on a 1603 and 3640 routers. See audio description.

5.2.4 Routers and ISDN BRI connections
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Describes the ISDN ports on a router. Refer to audio description of router connections. Note Determine if a BRI S/T or U interface is needed. Routers have one or both types of port. This info is printed on a label near the connector.

5.2.5 Routers and DSL connections
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Picture of a Cisco 827-4V router

5.2.6 Routers and cable connections

Page has 1 graphic a Cisco uBR905 router

5.2.7 Setting up console connections
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Graphic depicts a PC connected to the console port of a device (switch in this case) by a RJ45 to RJ45 rollover cable. The PC end has a RJ45 to DB9 connector to attach it to the COM port.

Module Summary
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Cabling LANs and WANs

- Repeaters, Hubs, bridges, switches are common LAN devices

- There are 2 major types of LANs, Peer to peer and client-server

- WANs use serial data transmission. WAN connection types include ISDN, DSL and cable modem.

End of module

