CCNA 1 VI Chapter 2 Picture Descriptions.

Module 2:  Networking Fundamentals.

Diagram 1.

Upon completion of this module the student should be able to perform the related tasks

Pertaining to the following:

2.1 Networking Terminology

2.2 Bandwidth

2.3 Networking Models.

Diagram 2

2.1.1 Data Networks.

Page has 6 graphics, the first 5 have audio descriptions which are recorded in the file CCNA1-mod2.1.mp3 Diagram 1.

Data networks developed as a result of business applications that were written for microcomputers.  The microcomputers were not connected so there was no efficient way to share data among them.

Diagram 2.

It was not efficient or cost-effective for businesses to use floppy disks to share data. Sneakernet created multiple copies of the data. Each time a file was modified it would have to be shared again with all other people who needed that file.

Diagram 3.

One early solution was the creation of local-area network (LAN) standards.  LAN standards provided an open set of guidelines that companies used to create network hardware and software. As a result, the equipment from different companies became compatible. This allowed for stability in LAN implementations.

Diagram 4.

In a LAN system, each department of the company is a kind of electronic island. As the use of computers in businesses grew, LANs became insufficient.

Diagram 5.

A new technology was necessary to share information efficiently and quickly within a company and between businesses. The solution was the creation of metropolitan-area networks (MANs) and wide-area networks (WANs). Because WANs could connect user networks over large geographic areas, it was possible for businesses to communicate with each other across great distances.

Diagram 6 is a table of  example networks

Distance Between CPU's .1 m

Location of CPU's Printed circuit board, Personal Data Assistant.
Name Motherboard, personal area network
Distance Between CPU's 1 meter

Location of CPU's Millimeter Mainframe
Name Computer System Network
Distance Between CPU's 10m

Location of CPU's Room

Name Local Area  Network(LAN) - Our Classroom
Distance Between CPU's 100m

Location of CPU's Buildings

Name (LAN)Any school
Distance Between CPU's 1000m or 1km

Location of CPU's Campus

Name (LAN) Curtin Uni Bentley campus

Distance Between CPU's 100,000m or 100km

Location of CPU's Country

Name Widearea network (Cisco Systems network)

Distance Between CPU's 1000000m=1000km
Location of CPU's Countries

Name Optus or Telstra

Distance Between CPU's 10000000m=10,000km
Location of CPU's Planet

Name The Internet

Distance Between CPU's 100,000,000m=100,000km
Location of CPU's Earth – Moon System

Name Wide Area Network, earth and artificial satellites

2.1.2 Network history.

A good representation of this data is available in a reasonably accessible format on http://www.zakon.org/robert/internet/timeline/ It is a very long document though and the growth figures are not easily read.

1957=

ARPA is created by DoD.

1960's=
Mainframe Computing.

1962=

Paul Baran at RAND works on "packet switching" network.

1967=

Larry Roberts published first paper on ARPANET

1969=

ARPANET established at UCLA, UCSB, U-Utah and Stanford.

1970's=
Widespread use of digital integrated circuits; advent of digital personal computers.

1970=

ALOHANET is developed by University of Hawaii.

1972=

Ray Tomlinson creates email program to send messages.

1973=
Bob Kahn and Vint Cerf begin work on what later becomes TCP/IP.  The ARPANET goes international with connections to University College in London, England and the Royal Establishment in Norway.

1974=

BBN opens Telnet, the first commercial version of ARPANET.

1980's=
Widespread use of personal computers and Unix-based mini-computers.

1981=

The term Internet is assigned to a connected set of networks.

1982=

The term "Internet" Is used for the first time.

1982=
ISO releases OSI Model and protocols; the protocols die but the model is very influential.

1987=

The number of Internet hosts exceeds 10000.

1988=

Computer Emergency Response Team(CERT) is formed by DARPA.

1989=

The number of Internet hosts exceeds 100000.

1990=

ARPANET becomes the Internet.

1991=
The World Wide Web(WWW) is born.  Tim Berners-Lee developed code for WWW.

1992=
Internet Society(ISOC) is chartered.  Number of Internet hosts breaks 1000000.

1993=

Mosaic, the first graphics based Web browser becomes available.

1994=

Netscape Navigator introduced.

1996=
The number of Internet hosts exceeds 10 million.  The Internet covers the globe.

1997=
The American Registry for Internet Numbers(ARIN) is established.  Internet 2 comes online.

Late 1990's=
Internet users doubling every six months(exponential growth).

1998=
Cisco hits 70% of sales via internet, Networking Academy launched.

1999=
Internet 2 backbone network deploys IPv6.  Major corporations race toward the video, voice and data convergence.

2001=
The number of Internet hosts exceeds 110 million.

2.1.3 Networking Devices.

Page has 9 graphics of different types of equipment. This includes pictures of common icons used in drawing network diagrams. Descriptions of these are below.

End-User Devices and Description of diagram icons

PC-
Personal Computer – outline of a monitor and keyboard

MAC-
Apple Macintosh Computer. As above but has a mini tower box on the left hand side

Laptop-
Laptop/Notebook Computer(PC or MAC). Outline of a laptop

Printer-
Inkjet, Bubblejet, Laser or Dot matrix. Square box with a paper tray sticking out the right side at a 45 degree angle

File Server-
critical data storage medium. Rectangular box

IBM Mainframe-
central storage facility and dumb terminals. Several tall boxes arranged in the shape of the letter H. 

Network Devices.

Repeater-re-times and regenerates signals. Square box with a “grill” (3 horizontal lines) on the front face.

Small Hub(10BASE-T)-10Mbs, baseband signalling, copper cable. Box with a bi-directional arrow on the top and several (about 10) small squares on the front.

Hub(100BASE-T)-100Mbs, Baseband signalling, copper cable. Plain box with a unidirectional arrow on the top surface.

Hub=uses MAC addressing to route information between computers. Square box with a grill (5 vertical stripes) on the front surface.

Bridge=Joins 2 network segments and controls traffic between  segments. Square box with a semicircle (concave) cut out of the top

Workgroup Switch-MAC addressing only for delivery of information to end hosts. Square box with 4 arrows on the top surface, alternating left and right.

Router=allows transmission of data between different networks. Circular disk, like a thick coin with 4 arrows on the top surface, two pointing in, two out.

Network Cloud-every host in the clouds who is allowed to receive and transmit as well as the geographical limitations of the environment. A cloud., like a handful of cotton wool balls stuck together but with only the outline drawn.

Networking Topologies.

( or how the hosts are linked with the network media).

Bus Topology- All computers are connected to a single piece of wire.

Ring Topology- Computers are connected (logically, not normally the same physically) in a circle. Information is passed from fro one machine to the next, to the next until it reaches the first one again.

Star Topology All computers are connected to a central point.

Extended Star Topology- It consists of multiple start topologies where a branch from the central point of one network connects to the central point of another star network. 

Hierarchical Topology-Information flows the administrative source through network devices to the hosts.

Mesh Topology-each host on the network is directly connected to each of the other hosts.

2.1.5 Network Protocols.

Diagram depicts the layers in a protocol stack. Layers in the protocol stack are actually programs that perform certain functions in communication over a network. The diagram shows 2 “stacks” of 7 layers stacked on top of one another, one each for the source and destination computers. Transmission of data is achieved by the application wishing to communicate with another application on a remote machine passing the data into the first or topmost layer of the protocol stack. Lets use a web browser (source)  asking for a web page from a server (destination) The browser asks the top layer “get me the page located at www.ti.com”. This top layer then arranges the information in a manner that the next layer down understands. The data is passed down all the layers until it gets to the last layer (usually termed the physical layer) where the data is converted to electrical signals that are then placed on the wire. At the other end (destination) the electrical signals are converted to data (1s and 0s) and passed up to the next layer. This continues until the data reaches the top layer which interprets the request and sends the message to the web server. The important point in this diagram is that the data travels down the stack, across the media to the destination and then is passed up the stack in reverse order of the source. The layers believe they talk directly to the same layer on the other side. (termed peer layer) We cover this in greater detail shortly.

2.1.6 Local-Area-Networks(LAN's)

Diagram contains the following text.

LANS are designed to:

-Operate within a limited geographic area

-Allow multi-access to high-bandwidth media

-Controls the network privately under local administration

-Provide full-time connectivity to local services

-Connect physically adjacent devices

There is also several network icons displayed. See description in End-User Devices and Description of diagram icons
2.1.7 Wide-Area-Networks(WANS)

Diagram contains the text below.

WANS are designed to:
-Operate over a large geographical area.

-Allow access over serial interfaces operating at lower speeds

-Provide full-time and part-time  connectivity

-Connect devices separated over wide, even global areas.

There are also several WAN network icons shown

Using(Devices):

Router-
see End-User Devices and Description of diagram icons
Communications Server- A cube with 4 arrows arranged at a tangent on a circle appears on the front surface. 

Modem CSU/DSU TA/NT1- Flat box with 5 dots on the front surface.
2.1.8 Metropolitan-Area-Network (MANs).

MAN cover geographically defined area usually between business premises.  It allows businesses to remotely access through secure connections allowing for greater growth of smaller sub-outlets or customer premises.

For example, SAN site, Colocation site and a Customer Premise are linked to the MAN.  On the outside boundary of the MAN is an Access Network linked by the 'Leaf POP' to another Customer Premise.  Once again sitting on the outside boundary of the MAN is the 'Long-Haul Network' which essentially links  the core POP to the MAN.  When these connections are established a WAN is formed.

2.1.9 Storage Area Networks(SANS).

SANS are defined as being a remotely accessible network that allows for storage of mission-critical data at another location other than the base premises.  They can be accessed through the internet or via the intranet with secure authentication.  The diagram on this page illustrates a SAN. It depicts an 'Internet Cloud' with 3 PC's and 2 Servers connected.  The 'Internet Cloud' is then connected to a 'Router' which is in turn connected to 3 SANs. Thes SANs are isolate from local traffic by the router.  The SAN is then connected to high capacity storage facilities in different secure locations. The SAN icon is an unmarked cylinder
2.1.10 Virtual Private Networks (VPN's).

VPN's allow the existing IP Network to access the Intranets of the different departments located remotely while still being associated and authenticated to IP Network or the Internet.  For example, The IP Network establishes a VPN with Headquarters, Branch Office, Telecommuter and the Home Office.  This allows these entities to access each others resources through VPN's  which operate independently of the IP Network and only allow secure access by authorised users.   




2.1.11 Benefits of VPN's.

Diagram illustrates a large corporate network. Conceptually, all the outer networks (list below) are connected to the VPN cloud. The cloud is connected by a high speed serial WAN link to the main site, via a perimeter router connected to a PIX firewall and VPN concentrator. The cloud also connects to a Home teleworker via the POP cloud. 3 other businesses are connected to the VPN cloud via a cisco router.

1: A business partner

2: Remote office

3: Regional Office with a PIX firewall. 

2.1.12 Intranet and Extranet VPN.

An Intranet VPN allows a virtual extension of Company A located on a Remote site to access Company A on the Core site through the Internet.  Company A's core site is physically isolated from the Internet by a Router with a firewall built in and then another Router segmenting the core site from the Router firewall thus preventing access to everyone but the authorised Intranet VPN.

An Extranet is a physical extension of an existing Intranet.  Company B is part of an Extranet VPN that accesses the Intranet of Company A's core site through the Internet with Company A having security authentication procedures in place to stop unauthorised access. 

2.2.1 Importance of Bandwidth.

Bandwidth is important due to these factors:

-Bandwidth is limited by physics and technology

-Bandwidth is not free

-Bandwidth requirements are growing at a rapid rate

-Bandwidth is critical to network performance.

2.2.2 Bandwidth.

Pipe Analogy
Bandwidth is like the width or the outer circumference of a pipe. The bigger the pipe,the greater the amount of water that it can carry.   Network devices are like pumps, valves, fittings and taps(diagram shows pump, valve, t piece and tap).  Packets are like the water that flows through the pipe (diagram shows water flowing from pipe).

Bandwidth Highway Analogy.
Bandwidth is like the number of roads lanes on any road going in either direction (diagram shows dual lane road, then a four lane highway and a 7 lane freeway).  Network devices are like on-ramps,traffic signals and maps.  Packets are like the vehicles that travel on these roads, freeways and highways.

2.2.3 Bandwidth Measurements.

Units of Bandwidth
Abbreviation
Equivalence

Bits per second

bps

1bps=fundamental unit of bandwidth         

Kilobits per second
kbps

1 kbps=1000bps=10 ^3 bps.

Megabits per second
Mbps

1Mbps=1000000bps=10 ^6 bps

Gigabits per second
Gbps

1Gbps=1000000000bps=10 ^ 9 bps

Terabits per second
Tbps

1Tbps=1000000000000bps=10 ^ 12bps

2.2.4 Bandwidth Limitations.

Diagram is a table of some typical media.

Media 50Ohm Coaxial Cable Bandwidth 10-100Mbps Max Physical Distance 185m

(Ethernet 10BASE2,ThinNet)





Media 50Ohm Coaxial Cable (Ethernet 10BASE5, ThickNet)
Bandwidth 10-100Mbps Max Physical Distance 500m

Media Category 5 UTP (Ethernet 10BASE-T) Bandwidth 10Mbps Max Physical Distance 100m

Media Category 5 UTP (Ethernet 100BASE-TX, Fast Eth.)
Bandwidth 100Mbps Max Physical Distance 100m

Media Multimode(62.5/125 nanometres) Optical Fibre 100BASE-FX
Bandwidth 100Mbps Max Physical Distance 2000m

Media Singlemode(9/125 nanometres) Optical Fibre 1000BASE-LX Bandwidth 1.00Gbps Max Physical Distance 3000m

Media Wireless Bandwidth 11-54Mbps Max Physical Distance a few 100 metres
2.2.5 Bandwidth Throughput

Graphic contains the following text.

Throughput can be equated as being less than or equal to the digital bandwidth

of a medium.  Certain devices and varying criteria also affect throughput 

bandwidth some examples of this are:

-PC(client)

-The server

-Other users on the LAN

-Routing within the “Cloud”

-The design of(topology) of all networks involved

-Type of data being transferred

-Time of day

2.2.6 Digital Transfer Calculation.

Graphic contains the following text

Best Download=T=S divided by (B times W)

Typical Download=T=S divided P

BW=Maximum theoretical bandwidth of the “slowest” link between the source 

host and the destination host(measured in bits per second).

P=Actual throughput at the moment of transfer(measured I bits per second).

T=Time for file transfer to occur(measured in bits per second).

S=File size in bits.

2.2.7 Digital versus Analog.
Bandwidth (digital) is similar to analog bandwidth (graphic shows voltage versus time 

graph with 3Khz signal for 0.001 of a second, so has 3 cycles).

Graphic illustrates - Network devices are like phones, AM/FM radios and CDROM players(graphic 

shows pictures of telephone, radio and CD Player).  Packets are like the music 

that emanates from these devices.

2.3.1 Using Layers to Analyse Problems.

Page has 4 graphics. 

Diagram 1  is a flowchart 

Step 1=What is flowing?

(Arrow pointing downwards)

Step 2=What objects flow?

(Arrow pointing downwards)

Step 3=What rules govern flow?
(Arrow pointing downwards)

Step 4=Where does the flow occur?
(arrow pointing downwards)

Diagram 2 is a table of  network comparisons

Network Water

What is flowing Water

Different forms Hot, Cold, Drinkable, waste water

Rules Access rules (turning on taps), flushing, not putting certain things in drains.

Where Pipes

Network Highway

What is flowing Vehicles

Different forms Trucks cars, cycles

Rules Traffic laws and rules of politeness

Where roads and highways

Network Postal

What is flowing objects

Different forms Letters (written information), packages

Rules Rules for packaging and attaching postage (an extra interesting analogy is the way we address envelopes is a protocol)

Where Postal service boxes, offices, trucks, planes, delivery people.

Network Telephone

What is flowing Information

Different forms Spoken languages

Rules Rules for accessing phone and rules of politeness

Where Phone system wires, EM waves etc

Diagram 3 illustrates a data packet (icon is an envelope) traveling between a source and destination computer.

2.3.2 Using Layers to Describe Data Communication

Graphic show the 7 layers. This diagram is the same as in 2.1.5 Network Protocols..

*Peer layer 4 on the source host communicates with peer layer 4 on the 

destination host and this is the same for all other layers on both source and 

destination allowing communication between exacting peer layers on both 

machines.  Transmission of data usually happens through the physical medium 

connection the source and destination(eg.  Coaxial or UTP or Fibre Optic).

2.3.3 OSI Model.

Graphic shows a real network protocol stack model. Remember the layers are stacked one on top of the other and send requests for services (will explain further as we go on) to the layer below. But and it’s a really big but, each layer thinks it is communicating with its peer layer at the destination. Think of it like the application layer needs to ask for a certain web page, it passes the request to the layer below, but is actually asking the application layer on the destination to get the web page for it. Or as another example, you wish to write a letter to your friend, you are communicating directly with them (peer communication) but you must pass the letter onto the postal service to get it there (asking for the lower layer to provide a service) Graphic shows the text below.

7.  Application

6.  Presentation

5.  Session 

4.  Transport

3.  Network

2.  Data Link

1.  Physical

Benefits of the OSI Model:
-Reduces complexity

-Standardized interfaces

-Facilitates modular engineering 

-Ensures interoperable technology

-Accelerates evolution 

-Simplifies learning and teaching

2.3.4 OSI Layers

Page has 7 graphics. Each one describes the function of each of the 7 layers in the OSI model.

OSI Layers (Layer 1)

1.  Physical=Binary Transmission

-Wires, connectors, voltages and data rates.

OSI Layers(Layer 2)

2.  Data Link=
 Data Link Control, Access to media.


-Provides connectivity and path selection between two hosts.


-Provides logical address.


-No error correction, best effort delivery.

OSI Model(Layer 3)

3.  Network=
Network Address Best Path Determination


-Provides reliable transfer of data across media.


-Physical addressing, network topology, error notification and flow control.

OSI Model(Layer 4)

4.  Transport=
End-to-End Connections


-Concerned with transportation issues between hosts.


-Data transport reliability


-Establish, maintain, terminate virtual circuits.


-Fault detection and recovery information flow control.

OSI Model(Layer 5)

5.  Session=
Interhost Communication


-Establishes, manages and terminates sessions between applications.

OSI Model(Layer 6)

6.  Presentation=
Data Representation


-Ensure data is readable by receiving system.


-Format of data


-Data structure 


-Negotiates data transfer syntax for application layer

OSI Model(Layer 7)

7.  Application=
Network Processes to Application


-Provides network services to application processes(such as electronic mail, file transfer, and terminal emulation).

2.3.5 Peer-to-Peer Communication

Coomputer1’s OSI Model
Computer2 OSI Model
Page has 2 graphics. The first graphic illustrates the OSI models on both the destination and source machines are linked by the medium (physical connection) between the hosts).

The second graphic illustrates the types of information communicated between layers (the naming convention)

7.  Application
DATA FLOWS
6.  Presentation
DATA FLOWS
5.  Session
DATA FLOWS 

4.  Transport
SEGMENTS FLOW
3.  Network
PACKETS FLOW
2.  Data Link
FRAMES FLOW
1.  Physical
BITS FLOW
2.3.6 TCP/IP Model

Page has 4 graphics.

First shows a different and much more common protocol stack, the TCP/IP model. It has just 4 layers.

Application

Transport

Internet

Network access

They may be mapped to the OSI model as shown below.( from graphic 3)

OSI Model Application= TCP/IP Model Application 

OSI Model Presentation= TCP/IP Model Application

OSI Model Session= TCP/IP Model Application 

OSI Model Transport= TCP/IP Model Transport

OSI Model Network= TCP/IP Model Internet 

OSI Model Data Link= TCP/IP Model Network Access 

OSI Model Physical= TCP/IP Model Network Access

Common TCP/IP protocols are shown in graphic 2. They include at the application layer

FTP, HTTP,SMPT and DNS which use TCP at the transport layer.

DNS and TFTP that use UDP at the transport layer. 

Both TCP and UDP use IP at the internet layer.

IP can use any of the following protocols at the network access layer, Internet, LAN, Many LANs and WANs

2.3.7 Detailed encapsulation process

Page has 2 flash animations. Both attempt to communicate the concept of encapsulation. The steps involved in this are outlined below.

A user wishes to send some data, for example an email.

The data (email message) is sent from the email client (eg outlook) to the application layer. At this point it is termed data.

The application layer passes the data to the transport layer which breaks it up into more manageable sized chunks termed segments. The segments are passed to the network layer where a header (some data to describe where the destination is, who is sending it and other overhead) is added to the front of the packet. (Note it is now a termed a packet) The packet is passed to the network access layer and (usually) broken up into smaller pieces for transmission. Another header is added along with a trailer (small bit of information) to the end of the packet. It is now termed a frame. The frame is then passed to the physical layer where it is turned into a stream of 1s and 0s ready for transmission on whatever media the machine is attached to.

Summary.

Single graphic with the following text.

-NICS, repeaters, hubs, bridges, switches and routers are common networking 

devices.

-Some of the common network types are:  LAN, WAN, MAN, SAN and VPN’s.

-Bandwidth is defined as the amount information that can flow through a 

network connection in a given period of time.

-Two of the most known networking models are the OSI refrerence Model and 

TCP/IP model.

