Module 10 – Networking Fundamentals
Overview

Upon completion of this module, students will be able to complete tasks related to the following:

10.1 Introduction to PC Networking

10.2 types of networks

10.3 adding a network interface card (NIC)

10.4 physical components of a network

10.5 LAN architectures

10.6 networking protocols and the OSI model

10.7 TCP/IP utilities

10.8 Connecting to the Internet.

10.1  Introduction to PC Networking  

10.1.1  Defining a computer network  

This page contains 2 graphics.

Graphic 1 is a diagram of a computer network.  The network consists of five PCs plus another PC and a printer connected via a star topology using a central connecting device (switch, hub or router).

Graphic 2 is a diagram of the OSI model.

OSI Model

Top down description -

Layer 7 – Application

Layer 6 – Presentation

Layer 5 – Session

Layer 4 – Transport

Layer 3 – Network

Layer 2 – Data Link

Layer 1 – Physical.

10.1.2  File, print, and application services  

This page contains 2 graphics.

Graphic 1 is a diagram of file, print and application services.

File, Print, and Application Services

The diagram shows several workstations connected to a server.  The server is then connected to printers, scanners, modems, applications and files. Note at the bottom of the diagram – networked computers share data, software, and hardware resources.

Graphic 2 is a diagram showing network print services.

Network Print Services

The diagram shows 4 workstations connected via a hub to a server and printer. One of the workstations is named the ‘client’ and the server is named ‘server’. The client wishes to store a file, so the data moves to the server via the central hub. The client wishes to print a file, so the file moves to the printer via the hub and is printed.

10.1.3  Mail services  

This page contains 1 graphic.

Mail Services

Graphic shows a diagram of mail services.

A workstation at the left of the diagram is labelled ‘sending email client’. A red arrow shows the direction of the email to workstation 2 attached to the email (POP3) server. The user at the receiving workstation at the right of the diagram picks up their email from the email server. 

10.1.4  Directory and name services  

This page contains 2 graphics.

Graphic 1 is a diagram illustrating network device mapping.

Network Device Mappings

The diagram shows a client workstation attached to a file server via a connecting device (not labelled). The client workstation is sending a file ‘lesson.txt’ to the file server.  A table showing the mappings displays –

Headings – client drive mappings – network 1 server

· F:\ - \\server1\netlogon
· G:\ - \\server1\winnt\system32
· H:\ - \\server1\inetpub\wwwroot
Graphic 2 is a diagram showing network naming.

Network Naming

The diagram shows three host machines, Host A, B, and C attached directly to a Server (in a star configuration), which in turn is directly connected to Host D and Printer A. The animation shows the addition of two further host machines, Host E and Host F, and their automatic connection to the Server.

10.1.5  The Internet  

This page contains 2 graphics.

Graphic 1 is a diagram  using a highway analogy to explain the Internet.

Highway Analogy

The diagram contains three subsections.  The top section explains bandwidth – Bandwidth is like the number of lanes – and shows a single lane road, a 2 lane road, and a 4 lane road with a central divider. The middle section explains network devices – network devices are like on-ramps, traffic signals, signs and maps, followed by a picture of each.  The lower section explains packets – travelling data is like travelling vehicles, and shows two cars.

Graphic 2 is a diagram of a worldwide network. 

Worldwide Network

This diagram shows a network of computers in separate countries across a map of the world.  The networks are connected to each other, illustrating the ability of the Internet to share data across the world.

10.1.6  Network Administration  

This page contains 1 graphic.

The graphic is a list of network administrator responsibilities.

Network Administrator Responsibilities

· Setting up new user accounts and services 

· Monitoring network performance 

· Repairing network failures 

10.1.7 Simplex, half-duplex, and full-duplex transmission  
This page contains 3 graphics.

Graphic 1 shows a diagram of simplex transmission.

Simplex Transmission

The diagram shows a TV company transmitting via simplex (signal flows in one direction only) to a television set.

Graphic 2 is a diagram of Half-Duplex transmission.

Half-Duplex Transmission

The diagram shows two mobile phones connected by two arrows, each arrow moves in only one direction. Half-duplex: signal flows one way at a time. Hence communication can only occur in one direction at a time, ie only one side can transmit at a time.

Graphic 3 is a diagram of Full-Duplex transmission.

Full-Duplex Transmission 

The diagram shows two desk phone handsets connected using full-duplex. Communication between the two phones can occur at the same time in both directions. Full-duplex: signal flows in both directions simultaneously, ie both sides  can transmit at the same time.

10.2  Types of Networks  

10.2.1  Overview  

This page contains 2 graphics.

Graphic 1 is a diagram of a local area network.

Local Area Network

This diagram shows five workstations and a server attached in a star configuration via a hub.

Graphic 2 is a diagram of a wide area network

Wide Area Network

This diagram shows three networks interconnected – the corporate headquarters in Dallas, and branch offices in San Francisco and Miami.

A centralised WAN is built around a “master” computer or site to which others connect.

10.2.2  Peer-to-peer networks  

This page has 1 graphic.

This graphic shows a diagram of a peer-to-peer network, with 4 workstations connected in a ring architecture.

10.2.3  Client/server networks  

This page contains 1 graphic.

The graphic is a diagram of a client/server network. 3 Client workstations are connected via a common backbone to a server.

10.2.4  Local-area networks (LANs)  

This page has 2 graphics. 

Graphic 1 is the same diagram as 10.2.1 above showing a local area network.

Graphic 2 shows 5 different physical topologies for networks.

Physical Topologies

The bus topology has devices connected to a straight line depicting a central channel or backbone.

The ring topology has devices connected in a circle. Each device is connected to a device on its left and right in the circle.

The star topology has devices connected to a central point in a network shaped like a star.

The extended star topology has sub-nets connected to devices on the arms of the star, with the overall architecture appearing like a snowflake.

The mesh topology has each device connected to all other devices on the network.

10.2.5  Wide-area networks (WANs)  

This page contains 5 graphics.

Graphic 1 is the same as 10.2.1 and shows a wide area network, made up of three local area networks connected together.

Graphic 2 illustrates serial transmission.

Serial Transmission

It is a picture showing a car moving on a road in a one-way direction.

Graphic 3 illustrates WAN connections.

WAN connections 

It contains a diagram showing remote communications.  A service provider in the middle connects a home (telecommuter site) and a mobile user to a central office and branch office.

Graphic 4 is a diagram illustrating Circuit-switched networks

Circuit-Switched Networks

It shows a map of North America, showing a solid line across 4 states. In a circuit-switched network, a connection is established, as represented by the solid line. In a circuit-switched network, a connection is established, as represented by the solid line.

Graphics 5 illustrates packet-switched networks.

Packet-switched networks

The diagram is the same map of North America showing three different paths between the same two cities, each path shown as a dotted line. This illustrates that the path can be different at three different times.

In a packet-switched network, each individual packet of data can take a different path, as represented by the dotted lines.

10.3  Adding a Network Interface Card (NIC)  

10.3.1  What is a NIC?  

This page contains 2 graphics.

Graphic 1 is a photograph of a network interface card.

Network Interface Card (NIC)

A rectangular board with pins on one edge only.

Graphic 2 is a diagram of NIC components

NIC components

Commencing at the upper left of the board is a RAM chip. Below the RAM chip is the ROM socket. The Ethernet processor is on the right of the ROM socket, and to its right is the transceiver power supply.  The pins are positioned at the bottom of the board below the Ethernet processor and transceiver power supply.  The board has two connectors – a RJ-45 connector and a round BNC coaxial cable connector.

10.3.2  Setting the IP address  

This page contains 2 graphics.

Graphic 1 is the screen display to manually enter an IP address.

Manually Enter an IP Address

Internet Protocol (TCP/IP) Properties

Tab - General 

You can get IP settings assigned automatically if your network supports this capability. Otherwise you need to ask your network administrator for the appropriate IP settings.

Option – Obtain an IP address automatically 

Option (selected) – Use the following IP address:

IP Address: 10.1.1.7

Subnet mask: 255.0.0.0

Default gateway: 10.1.1.1

Option – Obtain DNS server address automatically

Option (selected) – Use the following DNS Server addresses:

Preferred DNS server: blank.blank.blank

Alternate DNS server: blank.blank.blank

Button – Advanced

Buttons at bottom on screen – OK - Cancel

Graphic 2 is the screen display for obtaining an IP address automatically.

Obtain an IP Address Automatically

Internet Protocol (TCP/IP) Properties

Tab - General 

You can get IP settings assigned automatically if your network supports this capability. Otherwise you need to ask your network administrator for the appropriate IP settings.

Option (selected) – Obtain an IP address automatically 

Option – Use the following IP address:

Option (selected) – Obtain DNS server address automatically

Option - Use the following DNS Server addresses:

Button – Advanced

Buttons at bottom on screen – OK - Cancel

10.3.3  DHCP servers  

This page contains 1 graphic.

The graphic is a diagram illustrating DHCP operation.

DHCP Operation

The diagram contains 2 clients, Host A and Host B, attached on the same bus to the Central DHCP server. Host A sends a DHCP request to the DHCP server, and the server responds by sending “Your IP address is 10.0.0.1” back to Host A.

10.3.4 Default gateway  
This page contains 1 graphic.

The graphic is the screen display for the default gateway.

Default Gateway

This graphic is the same as 10.3.2 showing the IP address of the default gateway.

10.3.5  Domain Name System  

This page contains 1 graphic.

Graphic is a diagram of Domain Name System Functions.

Domain Name System Functions

The diagram is in two sections, the dialogue in the top half of the screen and the network structure with IP addresses in the lower section.

Client on left hand side – Client computer request, JJones@bigsky.com, goes to bigsky.com
Sends request to DNS server on right hand side.

DNS Server response, bigsky.com = 172.123.54.7, return result to client.

The lower section shows devices on a network with IP addresses that are not related to the top section (not sure why they are there as they are not referenced from the notes either).

Note at bottom of screen – a DNS server resolves the Post Office name of an email address.

10.4  Physical Components of a Network  

10.4.1  Network topologies  

This page contains 6 graphics. These graphics show the different network topologies.

Graphic 1 is the bus topology. This is an enlarged version of the image in 10.2.4.

The bus topology has devices connected to a straight line depicting a central channel or backbone.  All the devices on a bus topology are connected by one single cable. This cable proceeds from one computer to the next.

Graphic 2 is the star topology. This is an enlarged version of the image in 10.2.4.

The star topology has devices connected to a central point in a network shaped like a star. It is made up of a central connection point that is a device such as a hub, switch, or router. All of the cabling segments actually meet at this central connection point. Each host in the network is connected to the central device with its own cable.

Graphic 3 is the extended star topology. This is an enlarged version of the image in 10.2.4.

The extended star topology has sub-nets connected to devices on the arms of the star, with the overall architecture appearing like a snowflake. A star network is expanded to include an additional networking device that is connected to the main networking device.

Graphic 4 is the ring topology. This is an enlarged version of the image in 10.2.4.

The ring topology has devices connected in a circle. Each device is connected to a device on its left and right in the circle. All the devices on the network share a single cable, and the data travels in one direction only.

Graphic 5 is the dual ring topology.  This is one ring inside another ring. Two links connected to the same networking device. This topology allows data to be sent in both directions although only one ring is used at a time.

Graphic 6 is the mesh topology.

The mesh topology has each device connected to all other devices on the network.

10.4.2  Physical versus logical topology  

This page contains 1 graphic.

This graphic shows 5 different physical topologies and is the same as 10.2.4 graphic 2.

10.4.3  Networking media  

This page contains 7 graphics.

Graphic 1 is a diagram illustrating Coaxial cable.

Coaxial cable

The diagram shows the outer jacket, which houses braided copper shielding. Inside the braided copper shielding is plastic insulation, which in turn houses the copper conductor. It has a BCN connector.

Notes at bottom of screen –

· speed and throughput: 10-100 Mbps

· cost per node: inexpensive

· media and connector size: medium

· maximum cable length: 500m (medium)

Graphic 2 illustrates STP cable

STP cable

The diagram shows the outer jacket, which houses the overall shield. Inside the overall  shielding is pair shields, which houses twisted pair wires which have color-coded plastic insulation. It uses an STP connector.

Notes at bottom of screen –

· speed and throughput: 10-100 Mbps

· cost per node: moderately expensive

· media and connector size: medium to large

· maximum cable length: 100m (short)

Graphic 3 illustrates UTP cable

UTP cable

UTP cable consists of an outer packet which houses color-coded plastic insulated twisted pair wire. It uses an RJ-45 connector.

Notes at bottom of screen –

· speed and throughput: 10-100 Mbps

· cost per node: least expensive

· media and connector size: small

· maximum cable length: 100m (short)

Graphic 4 is a table of UTP category ratings.

UTP Category Rating

Column headings – cable rating – number of wire pairs – transmission rate – common use.

Category 1 – 1 – voice grade (telephone only) – not commonly used.

Category 2 -  4 – up to 1.544 Mbps (IEEE 802.5) – 4 Mbps token ring.

Category 3 – 4 (3 twists per foot of cable length) – up to 10 Mbps (IEEE 802.3).

Category 4 – 4 – up to 16Mbps (IEEE 802.5) – 10 Mbps Ethernet and 16 Mbps token ring.

Category 5 – 4 – up to 1000 Mbps (1000 BASE-T) – 100 Mbps Ethernet and 155 Mbps ATM.

Graphic 5 is a diagram of Fiber Optic Cable.

Fiber Optic Cable

The outer jacket houses Kevlar reinforcing materials, which in turn houses plastic shield around glass fiber and cladding.  It uses a multimode connector.

 Notes at bottom of screen –

· speed and throughput: 100+ Mbps

· cost per node: most expensive

· media and connector size: small

· single mode, maximum cable length: up to 3000m

· multimode mode, maximum cable length: up to 2000m

· Single mode: one stream of laser-generated light

· Multimode : multiple streams of LED-generated light.

Graphic 6 is a diagram of fibre transmitting data in the form of light.

Fibre Transmitting Data in the Form of Light

The centre of the fibre is known as the Core, and the core is enclosed within a layer of Cladding – the cladding and core are also shown in the previous diagram (graphic 5) at the centre of the fibre optic cable. The light travels along the core, bouncing off the internal sides of the core.

Graphic 7 is a diagram of Encoding Signals as Electromagnetic Waves

Encoding Signals as Electromagnetic Waves
The diagram shows a tower with a receiving dish at the top, receiving and sending wireless transmissions.

10.4.4  Common networking devices  

This page contains 5 graphics.

Graphic 1 is a photograph of a Cisco hub. 

Hub

It is rectangular and flat in shape, being 3” x 19”. The hub shown has two sets of four ports for connecting devices.

Graphic 2 is a diagram of a hub, showing a single two-way arrow marked on the top.

Bridges Switch Router

Graphic 3 is a photograph of three different wireless bridges. Wireless bridges vary in size.

Graphic 4 is a photograph of a switch, which is approximately 16” x 14” x 1.5” in size.

Graphic 5 is a photograph of a router, which is approximately 16” x 14” x 1.5” in size.
10.4.5  Server components  

This page contains 2 graphics

Graphic 1 is a photograph of a HP Server tc4100 with a monitor installed on the top rack.

Graphic 2 is a photograph of a tower server.

10.5  LAN Architectures  

10.5.1  Ethernet  

This page contains 3 graphics.

Graphic 1 is a table of advantages and disadvantages of 10BASE-T

10BASE-T

Table lists – Advantages of 10BASE-T – Disadvantages of 10BASE-T

· relatively inexpensive – the maximum length for a 10BASE-T segment (without repeaters) is only 100 meters, which is about 328 feet.

· Twisted-pair cabling is thin, flexible, and easier to work with than coaxial – more susceptible to EMI and attenuation than other cable types.

· Easy upgrades – additional cost of a hub may not be feasible.

Graphic 2 is a table of advantages and disadvantages of 100BASE-X

100BASE-X

Table lists – Advantages of 100BASE-X – Disadvantages of 100BASE-X

· High speed performance – susceptible to EMI and attenuation.

· Low cost – 100-Mbps NICs and hubs are generally somewhat more expensive.

· Flexibility – requires better trained installers and technicians.

· Ease of implementation and expansion – blank cell.

Graphic 3 is a table of advantages and disadvantages of 1000BASE-T

1000BASE-T

Table lists – Advantages of 1000BASE-T – Disadvantages of 1000BASE-T
· the greatest advantage of 1000BASE-T is performance. At 1 Gbps it is 10 times as Fast Ethernet and 100 times as fast as standard Ethernet – the main disadvantages associated with 1000BASE-T are those common to all UTP networks, as detailed in the sections on 10BASE-T and 100BASE-X

· can be used to implement bandwidth intensive audio and video applications – blank cell.

10.5.2  Token Ring  

This page contains 1 graphic.

The graphic is a diagram of a token ring implementation.

Token Ring Implementation

The diagram shows 4 workstations connected via a token ring topology, and the workstations are named Host A, B, C and D. Host A is sending a packet to Host D. Host A grabs the token and attaches the data packet.  The token then travels around the ring to Host D, the destination machine.

Note at bottom of screen: a free token is routed around the ring.  As it passes around the ring, it polls devices on the network to see if they want to send data.

10.5.3  Fiber Distributed Data Interface (FDDI)  

This page contains 2 graphics.

Graphic 1 is a diagram of FDDI.

FDDI

The diagram shows a dual ring with a DAS (dual attachment station) and Concentrator attached to both rings.  3 SAS (single attachment stations) are connected to the Concentrator.

From Wikipedia –

“A FDDI network contains two token rings, one for possible backup in case the primary ring fails. The primary ring offers up to 100 Mbit/s capacity. When a network has no requirement for the secondary ring to do backup, it can also carry data, extending capacity to 200 Mbit/s. The single ring can extend the maximum distance; a dual ring can extend 100 km (62 miles). FDDI has a larger maximum-frame size than standard 100 Mbit/s ethernet, allowing better throughput.

Designers normally construct FDDI rings in the form of a "dual ring of trees" (see network topology). A small number of devices (typically infrastructure devices such as routers and concentrators rather than host computers) connect to both rings - hence the term "dual-attached". Host computers then connect as single-attached devices to the routers or concentrators. The dual ring in its most degenerate form simply collapses into a single device. Typically, a computer-room contains the whole dual ring, although some implementations have deployed FDDI as a Metropolitan area network.

FDDI requires this network topology because the dual ring actually passes through each connected device and requires each such device to remain continuously operational (the standard actually allows for optical bypasses, but network engineers consider these unreliable and error-prone). Devices such as workstations and minicomputers that may not come under the control of the network managers are not suitable for connection to the dual ring.

As an alternative to using a dual-attached connection, a workstation can obtain the same degree of resilience through a dual-homed connection made simultaneously to two separate devices in the same FDDI ring. One of the connections becomes active while the other one is automatically blocked. If the first connection fails, the backup link takes over with no perceptible delay.

Due to their speed, cost and ubiquity, fast Ethernet and (since 1998) Gigabit Ethernet have largely made FDDI redundant.” http://en.wikipedia.org/wiki/Fiber_distributed_data_interface
An excellent document on FDDI can be found at the Cisco web-site at -

http://www.cisco.com/univercd/cc/td/doc/cisintwk/ito_doc/fddi.htm
Graphic 2 is a diagram of FDDI with a break in the cable.  When the token reaches a break in the cable it reverses its direction and continues to operate.

10.6  Networking Protocols and the OSI Model  

10.6.1  OSI model overview  

This page contains 4 graphics.

Graphic 1 is a diagram of the OSI model.

OSI Model

· 7 Application – network processes to applications

· 6 Presentation – data representation

· 5 Session – interhost communication

· 4 Transport – end-to-end connections

· 3 Network – address and best path

· 2 Data link – access to media

· 1 Physical – binary transmission

Graphic 2 is a diagram showing the headers being added to an email message.

The sender is at the top of the diagram. The email data is broken down into segments, then packets. A network header is added to each packet. A frame header is then added in front of the network header and a frame trailer is added to the end of the data.

OSI Model

Graphic 3 is a diagram of the OSI layers an email goes through.

The layers are – 

· Data – application, presentation and session layers

· Segment – transport layer

· Packet – network layer

· Frame – data link layer

· Bits – Physical layer.

Graphic 4 is a table of the OSI Model layers and their functions.

Table headers are – Layer # - Layer Name – PDU – Mnemonic – Purpose.

7 – application – data – all – provides network services to application processes (such as email, ftp, and telnet)

6 – presentation – data – people – insures data is readable by the receiving system. Deals with data representation.

5 – session – data – seem – establishes, manages and terminates sessions between applications

4 – transport – segment – to – handles information flow control, fault detection and recovery and data transport reliability

3 – network – packet – need – provides connectivity and path selection between two end systems

2 – data link – frame – data – provides for the reliable transfer of data across media using physical addressing and the network topology.

1 – physical – bits – processing – consists of voltages, wires and connectors.

10.6.2  What is a protocol?  

This page contains 1 graphic.

The graphic lists protocol functions –

· identifies errors’

· applies compression techniques

· decides on how to announce sent data, how to announce received data, how to address data and how the data is to be sent.
10.6.3  Transmission control Protocol/Internet Protocol  

This page contains 4 graphics.

Graphic 1 is a diagram comparing the OSI model with TCP/IP model layers.

The TCP/IP Application layer is equivalent to a combination of the Application, presentation and session layers of the OSI model. The transport layer is the same in both models. The TCP/IP Internet layer is equivalent to the OSI Network layer. The TCP/IP Network Interface layer is equivalent to the OSI data link and physical layers.

Graphic 2 is a diagram of the protocols in the TCP/IP application layer.

TCP/IP application layer

Protocols are –

Web – HTTP, HTML

File Transfer – TFTP, FTP, NFS

Email – SMTP

Remote login – Telnet, rlogin

Network management – SNMP

Name management – DNS

Graphic 3 lists the protocols in the TCP/IP Transport layer – TCP and UDP.

Graphic 4 lists the protocols in the TCP/IP Internet layer – IP, ICMP, ARP, RARP, RIP.

10.6.4  Internetwork Packet Exchange/Sequenced Packet Exchange 
This page contains 1 graphic.

The graphic lists common IPX/SPX protocol elements.

IPX/SPX protocol elements

·  Service Advertising Protocol (SAP) 

· Novell Routing Information Protocol (Novell RIP) 

· Netware Core Protocol (NCP) 

· Get Nearest Server (GNS) 

· Netware Link Services Protocol (NLSP) 

10.6.6  AppleTalk  

This page contains 1 graphic.

Graphic lists examples of AppleTalk protocol –

· AppleTalk Filing Protocol (AFP) 

· AppleTalk Data Stream Protocol (ADSP) 

· Zone Information Protocol (ZIP) 

· AppleTalk Session Protocol (ASP) 

· Printer Access Protocol (PAP) 

10.7  TCP/IP Utilities  

10.7.1  Overview  

This page contains 1 graphic.

Graphic lists TCP/IP utilities –

· Packet Internet groper (ping) 

· ARP and Reverse ARP (RARP) 

· Netstat and tpcon 

· Nbtstat 

· IP configuration utilities including ipconfig, winipcfg, config, and ifconfig 

· Route-tracing utilities including traceroute, tracert, and iptrace 

10.7.2  Ping  

This page contains 1 graphic.

Graphic shows the screen display for the ping command.

C:\>ping apple.com

Pinging apple.com [17.254.3.183] with 32 bytes of data:

Reply from 17.254.3.183: bytes=32 time=430ms TTL=90

Reply from 17.254.3.183: bytes=32 time=430ms TTL=90

Reply from 17.254.3.183: bytes=32 time=430ms TTL=90

Reply from 17.254.3.183: bytes=32 time=430ms TTL=90

Ping statistics for 17.254.3.183:

Packets: sent=4, received=4, lost=0 <0% loss.

Approximate round trip times in milli-seconds:

Minimum=370ms, maximum=430ms, average=385ms.

Note at bottom of screen – information returned in response to a ping of apple.com.

10.7.3  ARP, RARP, and NSLOOKUP  

This page contains 1 graphic.

Graphic lists ARP commands –

arp -a – Displays the cache 

arp -s – Adds a permanent IP-to-MAC addresses mapping 

arp -d – Deletes an entry from the ARP cache 
10.7.4  Netstat and tpcon  

This page contains 1 graphic.

Graphic shows screen display for the netstat command.

C:>netstat

Active connections

Table headers - Proto – local address – foreign address – state

TCP – DS2000:3301 – msgr-ns18.hotmail.com:1863 – ESTABLISHED

TCP – DS2000:3450 – constellation.tacteam.net:3389 – ESTABLISHED

TCP – DS2000:3860 – ultral.dallas.net.pop3 – TIME_WAIT

Note at bottom of screen: The netstat command is used to view connection information.

10.7.5  Nbtstat  

This page contains 1 graphic.

Graphic shows screen display listing the syntax and available switches for the nbtstat command.
C:\>nbtstat

Displays protocol statistics and current TCP/IP connections using NBT (NetBIOS over TCP/IP)

NBTSTAT  [ [-a RemoteName] [-A IP address] [-c] [-n] [-r] [-R] [-RR] [-s] [-S] [interval] ]

-a (adapter status) lists the remote machine’s name table given its name

-A (adapter status) lists the remote machine’s name table given its IP address

-c (cache) lists NBT’s cache of remote machine names and their IP addresses

-n (names) lists local NetBIOS names

-r (resolved) lists names resolved by broadcast and via WINS

-R (reload) purges and reloads the remote cache name table

-S (sessions) lists sessions table converting destination IP addresses to computer NETBIOS names

-RR (release refresh) sends name release packets to WINs and then starts refresh.

RemoteName – remote host machine name

IP address – dotted decimal representation of the IP address

Interval – redisplays selected statistics, pausing interval seconds between each display. Press Ctrl+C to stop redisplaying statistics.

10.7.6  Ipconfig, winipconfig, config, and ifconfig  

This page contains 3 graphics.

Graphic 1 is the screen display for the Ipconfig command.

C:\>ipconfig

Windows 2000 IP Configuration

Ethernet adapter local area connection:

Connection-specific DNS suffix: cisco.com

Ip address: 64.101.115.125

Subnet mask: 255.255.255.128

Default gateway: 64.101.115.1

Graphic 2 is the screen display for Winipcfg.

IP configuration

Ethernet adapter information

3Com Etherlink PCI

Adapter address – 00-01-02-D4-82-59

IP address – 64.101.116.53

Subnet mask – 255.255.255.0

Default gateway – 64.101.116.1

Buttons at bottom of screen – OK- Release – Renew – Release All – Renew All – More Info>>

Graphic 3 is the screen display for Linux Ifconfig output.

[root@jesselinux root]# ifconfig

Eth0 – link encap:Ethernet HWaddr 00:00:86:48:3E:85

Inet addr:64.101.115.124 Bcast:255.255.255.255

Mask: 255.255.255.128

UP BROADCAST NOTRAILERS RUNNING MTU:1500 Metric:1

RX packets:50156 errors:0 dropped:0 overruns:0 frame:0 

TX packets:4687 errors:0 dropped:0 overruns:0 carrier:0

Collisions:0

RX bytes:9440811 (9,0 Mb) TX bytes:465497 (454.4 Kb)

Lo – Link encap: Local Loopback

Inet addr:127.0.0.1 mask:255.0.0.0

UP LOOPBACK RUNNING MTU:16436 Metric:1

RX packets:62 errors:0 dropped:0 overruns:0 frame:0 

TX packets:62 errors:0 dropped:0 overruns:0 carrier:0

Collisions:0

RX bytes:3604 (3.5 Kb) TX bytes:3604 (3.5 Kb)

[root@jesselinux root]#

10.7.7  Tracert, iptrace, and traceroute  

This page contains 2 graphics.

Graphics 1 and 2 should be the screen displays for Tracert, sadly the Cisco education writers must have gone out for coffee and forgot to put anything in this display.

10.8  Connecting to the Internet  

10.8.1  Synchronous and asynchronous serial lines  

This page contains 2 graphics.

Graphic 1 illustrates synchronous serial transmission, showing a single stream of letters, equally spaced apart coming out of the computer.

Graphic 2 illustrates asynchronous serial transmission showing a single stream of grouped letters coming out of the computer.

10.8.2  Modems 

This page contains 4 graphics.

Graphic 1 is a diagram of a typical expansion card modem. The modem Riser Card slots into the PCI slot. The modem card has ports for Line, Phone, Mic, Line In, and Line Out.

Graphic 2 is a photograph of a PC card modem. They are 3.5mm x 33mm x 38mm in size with all the ports at one end for easy installation into a notebook computer. Note at the bottom of the screen – Xircom RealPort CardBus Ethernet 10-100 Modem 56.

Graphic 3 is a photograph of a dialup external modem.

Graphic 4 is a photograph of an external cable modem.

10.8.3  Dial-up networking, modem standards, and AT commands 
This page contains 2 graphics.

Graphic 1 is a table of common modem (AT) control commands.

Common Modem (AT) Control Commands

Table lists – AT command – function.

AT – attention code that precedes all modem action commands

AP – dial the phone number, xxxxxxx, using pulse dialing

ATDT xxxxxxx – dial the phone number, xxxxxxx, using tone dialing

ATA – answer the phone immediately

ATHO – hang up the phone immediately

ATZ – reset modem parameters and settings to the factory defaults

AT+++ - break the signal, change from data mode to command mode

P – signifies pulse dialing

T – signifies tone dialing

W – indicates that the modem will wait.

Graphic 2 is an exercise for you to do and send your answers to your tutor.

Match the following modem AT commands with the descriptions below.

Modem AT commands –

ATZ 

ATDP xxxxxxx

ATDT xxxxxxx

AT+++

ATHO

AT

ATF

ATA

Descriptions –

Attention code that precedes all modem action commands _____

Dial the phone number, xxxxxxx, using pulse dialing ___

Dial the phone number, xxxxxxx, using tone dialing ___

Answer the phone immediately ___

Hang up the phone immediately ___

Reset modem parameters and settings to the factory defaults ___

Break signal, change from data mode to command mode ___.

10.8.4  ISPs and Internet backbone providers  

This page contains 3 graphics

Graphic 1 is a table of the locations of super computer centres in the USA.

Table lists – super computer center – national location. 

National partnership for an advanced computational infrastructure (NPACI) – San Diego, California

National center for atmospheric research – Boulder, Colorado

National Centre for supercomputing applications (NCSA) – Urbana, Illinois

Pittsburgh supercomputing center – Pittsburgh, Pennsylvania

Cornell theory center – Ithaca, New York.

Note at bottom of screen – the vBNS connects five supercomputer networks across the country for scientific research.

Graphic 2 is is table of the regions covered by regional providers (Internet backbone suppliers)

Table lists – regional provider – region covered.

NEARNET and NYSERNet – Northeastern part of the United States

BARRNet – North-dentral California

MIDnet – Central part of the Unit States

CICnet - Midwestern part of the Unit States

SURAnet – Southeastern part of the United States

Westnet – Western part of United States.

Note at bottom of screen: The regional providers in the United States and the regions they cover. Regional providers are instrumental in allowing small ISPs to connect to the National Internet Backbone.

Graphic 3 is a table of national access point locations.

Table lists network access point (NAP) location – operating company.

Washington DC – WorldCom

New York – Sprint

San Francisco – Pacific Bell

Chicago – Ameritech

Note at bottom of screen – The NAP locations and the companies that operate them. A NAP is the point at which access providers are interconnected, and it provides data switching.

Note from Helen - Isn’t it wonderful to know all this information about the United States of America! I am sure you will ALL use it!
10.8.5  Digital subscriber line (DSL)  

This page contains 1 graphic.

The graphic is a table of DSL types

DSL Types

Table lists – DSL variety – average speeds – pros – cons.

ADSL – downstream speeds of 384 Kbps to 6 Mbps, upstream speeds slower – most widely implemented of all the current DSL varieties. Relatively inexpensive – much slower upstream speed, installed only within 17,500 foot of a Telco Central Office.

SDSL – Up to 3 Mbps for both upstream and downstream – same upstream and downstream data speeds – generally more expensive and also less widely available than ADSL.

IDSL – 144 Kbps for both upstream and downstream – can be installed in many locations where other DSL varieties are not available due to distance – considerably slower speed, but less expensive than ADSL.

HDSL – 768 Kbps for both upstream and downstream – generally faster than IDSL and some implementation of ADSL – not very widely available.

VDSL – 13 Mbps to 52 Mbps for both upstream and downstream – extremely high speed for multimedia such as live audio and video – most expensive DSL type, not widely available.

10.8.6  Cable modems  

This page contains 1 graphic.

The graphic is a photograph of a cable modem.

10.8.7  Cable modem versus DSL Internet technologies  

This page contains 2 graphics.

Graphic 1 is a list of the advantages and disadvantages of DSL.

Advantages of DSL

DSL offers speeds up to and exceeding those of T-1, at just a fraction of the cost.

DSL service can be added incrementally as more users subscribe.

Both voice and data can be transmitted over the same line at the same time.

DSL is an always-on technology. This means users do not need to dial up each time they wish to connect to the Internet.

DSL is backward compatible with conventional analog phones.

Disadvantages of DSL

The availability of DSL is presently still limited, with service for most ‘flavors’ or varieties only possible for areas that fall within a specified number of feed from the telephone company central office (CO) of the service provider.

The best form of voice support is still being debated.

The telephone company central office that is servicing the location must have DSL equipment installed.

Graphic 2 is a list of the advantages and disadvantages of cable modems.

Advantages of cable modems.

Existing cable TV systems offer plenty of available bandwidth for both upstream and downstream traffic.

Cable TV infrastructure upgrade with HFC has addressed many of the existing service bottlenecks.

Disadvantages of cable modems.

It almost always requires an overhaul of the existing cable infrastructure, and is expensive for smaller providers.

Being a shared media structure, the more users that come on the network means less available bandwidth for users.

10.8.8  ISDN  

This page contains 1 graphic

The graphic is a diagram illustrating an ISDN connection.

A telephone, workstation, PBX, Alarm and LAN are connected to a Customer ISDN Interface, which is in turn connected via Subscriber Loop with ISDN Cahnnel Structure to the ISDN Central Office.  The ISDN Central Office then connects to a packet-switching network, a circuit-switching network, other networks, databases, other services. It also has digital pipes to other subscribers, and other networks and services.

10.8.9  Satellite internet  

 This page contains 1 graphic.

The graphic is a photograph of a satellite dish.

Summary

This page contains 1 graphic.

Graphic repeats the OSI layers – 

· 7 Application – network processes to applications

· 6 Presentation – data representation

· 5 Session – interhost communication

· 4 Transport – end-to-end connections

· 3 Network – address and best path

· 2 Data link – access to media

· 1 Physical – binary transmission

